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Summary

Pressure relief valve vibration and pipe dynamics
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dz(t)
dt

= v(t) , (1)

dv(t)
dt

= −2ζωnv(t)− ω2
n(z(t) + z0) +

A

k
ω2
nΔp(t) , (2)

dp(t)
dt

=
K

V

(
Qin −Qout(z(t),Δp(t))

)
, (3)

it t on t nt in t o t Qin o t i uid it d n it ρ and bulk
modulus K into t i id ss l o olum V . The spring is precompressed
with z0, and closes the ou low cross sec on area A, while a er opening Qout
is the ow through the al e. The al e has the angular natural re uenc
ωn with spring s ness k. The damping ra o ζ on the al e comes rom
internal damping e ects. or this new two pipe model, the chamber pressure
pch is introduced as an internal ariable, see the corresponding chamber
in ig. 2. This is the backpressure o the al e appearing in the pressure
drop Δp = p − pch. The main challenge here is the proper de ni on o
the boundar condi ons, such that the backward wa e inter erence can be
captured. The wa e propaga on is described b the dimensionless con nuit
and a ier tokes e ua ons with neglected con ec e and ric on terms

∂p̃(x, t)

∂t
= −ρa2

∂ṽ(x, t)

∂x
,

∂ṽ(x, t)

∂t
= −1

ρ

∂p̃(x, t)

∂x
, (4)

∂p̂(x, t)

∂t
= −ρa2

∂v̂(x, t)

∂x
,

∂v̂(x, t)

∂t
= −1

ρ

∂p̂(x, t)

∂x
, (5)

where a is the speed o sound in the pipe. oth pipes deli er to the atmospheric
pressure, thus the pressures at lengths l1,2 are p̃(l1, t) = p̂(l2, t) = 0. The al e
outlet ow is di ided between the two pipes as Ap(α1ṽ(0, t) + α2v̂(0, t)) =
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Qout(z,Δp) based on the Bernoulli’s Law

pch +
ρ

2
v2ch = p̃(0, t) +

ρ

2
ṽ2(0, t) = p̂(0, t) +

ρ

2
v̂2(0, t) . (6)

The dimensionless system can be derived based on [1] with the variables in Fig.
2. The travelling wave solu on o the s with the state variables f1 and f2
can be subs tuted into the dimensionless boundary condi ons, and the system
o elay i eren al lgebraic ua ons ( s) can be ormulated with the
me delays τ1 and τ2 as ollows

ẏ1 = y2 , (7)

ẏ2 = −2ζy2 − (y1 + δ) + Δy3 , (8)

ẏ3 = β(q − 1

φ

(
α1(f1 + f1τ1) + α2(f2 + f2τ2)

) )
, (9)

α1(f1 + f1τ1) + α2(f2 + f2τ2) = φy1
√
Δy3 , (10)

f1 − f2 = f1τ1 − f2τ2 + ν((f2 + f2τ2)
2 − (f1 + f1τ1)

2) , (11)

where ν = p0/(2ρa
2) is a new parameter. The inlet ow rate q, the set

pressure δ, the hydraulic system s ness β, and the pipe inlet parameter φ are
used consistently with the single-pipe case [1]. The subscripts τ1,2 re er to the
delayed variables as f1(T − τ1) or f2(T − τ2) with the dimensionless me T .

Stability analysis

For the stability analysis o the e uilibrium state, the system has to be lineari ed
around the e uilibrium, that can be calculated rom the ollowing e ua ons in
a ow rate dependent orm

Δy∗3 = y∗3 , y∗1 + δ = y∗3 , q = y∗1
√
y∗3 , f

∗
1,2 = f∗ =

φ

2
q . (12)

n the ollowing analysis, the set pressure is 3 bar gauge pressure corresponding
to δ = 3 and the pipe inlet parameter can be calculated or a realis c dataset
based on [1] as φ = 48.2. er the lineari a on and introduc on o F(τ) =

1− e−λτ + F (1 + e−λτ ), the characteris c e ua on is derived as

F(τ2)

3∑
i=0

(
aiλ

i + e−λτ1biλ
i )+ F(τ1)(1 + e−λτ2)

3∑
i=0

ciλ
i = 0 ,

(13)
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where λ is the characteris c root, F = 4νf∗, and the coe cients depend on
φ, β, ζ, α1,2, F, y

∗
1,3, while they are coupled to each other. The characteris c

e ua on is neutral, and the two me delays present a cross-talk e ect with the
term e−λ(τ1+τ2). tability analysis is per ormed ne t. e rst compute the
delay pairs in the (τ1, τ2) plane or which the system has characteris c roots at
λ = ±iω. For this, we revisit T [2] and implement the ekasius subs tu on

e−λτj =
1− Tjλ

1 + Tjλ
, j = 1, 2 , (14)

on (13). This subs tu on creates two algebraic e ua ons in terms o the real
uan es T1 and T2, obtained as the real and imaginary part o (13). ne then

per orms ω-sweep in both e ua ons, see [3], to solve or T1,2, and ul mately
compute the delay values

τj =
2

ω
(arctan(ωTj) + kjπ), j = 1, 2 , kj = 0,±1,±2, ... (15)

The collec on o these delay values will then orm boundaries (see the blue,
red and dark green markers in Fig. 3b), which decompose the (τ1, τ2) plane
into regions, where in each region the number o unstable characteris c roots
is ed. herever this number is ero, those regions are labeled as stable’.
e t, we u li e m [4], which provides a TL B package to calculate the

rightmost roots o a uasi-polynomial and the spectral abscissa o the essen al
spectrum, or a given set o delays. m showed that the essen al spectrum
associated with the valve dynamics is stable, and provided the real part o the
rightmost characteris c root or pairs o delays selected on a dense mesh in the
(τ1, τ2) plane, see the color coding in Fig. 3b.
learly, the boundaries obtained based on ekasius subs tu on verywellmatch

the stable unstable regions ound using m . oreover, the intensity o the
grey color associated with the real part o the rightmost stable roots is inversely
propor onal to system’s se ling me. e t, in Fig. 3b, we present large red and
blue dots corresponding to the single delay stability boundaries, see [1]. ince
the τ1 = τ2 case recreates the single-pipe case, the stability boundaries appear
on the line with slope 45◦, so they match with the hori ontal cut o the stability
chart or the single delay case shown in panel a). This means that the shaded
red region corresponds to pipe lengths that are above the upper-bound o the
stabili ing single-pipe length, and the black stars show two e amples o (τ1, τ2)

combina ons that lead to longer stable outlet piping than the single delay case.



October 8-10, Balatonalmádi, Hungary |  

29

Figure 3: Stability charts for q = 6, β = 5 and ζ = 0.39 for a) the single-pipe
case, b) the two-pipe case of α1 = α2 = 0.5. Panel b) depicts the real
parts of the rightmost root in the stable domains in grey, white domains are
unstable. The shaded red region corresponds to longer piping than the allowable

stabilizing with longer outlet piping than in the single delay case.
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NVHH2025-0010 

NVH Analysis with a vibration monitoring system of 
a honing machine 

R. Tóth1*, A. Urbán1 
1Audi Hungaria Zrt., Development - Acoustics, Gy r, Hungary  

*Corresponding author, e-mail: robert2.toth@audi.hu  

Summary 

This paper shows an opportunity to analyse a gear acoustic issue at the 
earliest phase of production. Using the gear manufacturing machine’s 
preventive maintenance system, not only can the machine itself be 
protected as originally intended, but the gear’s acoustic quality can be 
forecast. An ongoing topic was used to investigate the excited vibrations 
of the processing machine and the downstream effect caused on a 
component- (gear) and subassembly- (electric drive) level. 

Introduction 

As part of the competition in the automotive industry, Audi Hungaria Zrt. aims 
to solve problems as quickly as possible, with minimal waste. From an acoustic 
perspective, this means that the earlier a harmful excitation can be detected, the 
better. In this case, the detection occurs during the gear processing phase. 

Motivation and goals 

With the knowledge of so-called “ghost orders” it was already revealed, that the 
excitation originates from the imperfections on the gear face surface. These 
imperfections mean tiny waves on the face, leading to an inappropriate gear 
contact. The question was whether the formation could be observed throughout 
the manufacturing process, and if so, how? 

Methods 

The production line provided everything necessary for the analysis. There was 
a gear processing machine equipped with a built-in vibration monitor system 
and a component acoustic test bench for measuring the product after the 
processing. 
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The only requirement was to validate whether the preventive maintenance 
system was suitable for acoustic purposes and to conduct experiments to 
reproduce the acoustic phenomenon. 

Results and discussion 

The vibration monitoring system proved to be completely suitable for analysing 
the excited vibrations during gear processing. Additionally, it provided further 
information that was useful in subsequent cases. 

After gear manufacturing, the measured results were compared to the 
component acoustic test bench evaluations and in the observed excitation (ghost 
order) they showed a convincing correlation. 

At the end of the experiment, a Modal Analysis was conducted to examine the 
resonance properties of the manufacturing machine and identify the potential 
root cause. 

Conclusions 

The developing of modern machines used by the industry opens up new ways to 
solve old problems. 

The examined evaluation method was integrated into the fault elimination 
process and used since the analyses. 

References 
[1] PRÄWEMA Antriebstechnik GmbH, “Process Monitoring with HRI® & 

HRIexpert®”  
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Simulation-based Automotive Sound System 
Enhancement 

N. Nagy1*, D. Sipos1 
1Audi Hungaria Zrt, G/GF-3 Acoustic Simulation, Gy r, Hungary 

*Corresponding author, e-mail: nora.nagy@audi.hu 

Summary 

To enhance the prediction of a vehicle's audio system performance, we 
developed a model using FEM and Raytracing techniques. This model 
allowed us to simulate the loudspeaker frequency responses at various 
listening positions throughout the entire audible spectrum. Different 
methods for modelling the boundaries of the car cavity to ensure 
accuracy was employed. The simulated frequency responses were also 
measured in the actual vehicle and compared with the simulation results 
to refine and improve the model. The FRF serves as a vital instrument in 
comprehending how sound is perceived under various broadband 
excitations, and it plays a pivotal role in the early phases of automotive 
sound system development. FRFs help in determining the ideal 
parameters and locations for the speakers, ensuring a balanced and 
immersive auditory experience. Furthermore, by accurately simulating 
the FRF, sound system filter presets can be created to accelerate the 
actual tuning of the vehicle. 
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NVHH2025-0013 

Advanced noise reduction strategies in the EDU 
development 

P. Horvat1*, S. Varga1, M. Mehrgou2 
1AVL Hungary Kft., Structural and MBS simulation, Érd, Hungary 

2AVL List GmbH, Multibody Dynamics, NVH & Electromagn., Graz, Austria 
*Corresponding author, e-mail: Peter.Horvat@avl.com 

Summary 

As the demand for electric drive units (EDUs) grows, achieving superior 
noise, vibration, and harshness (NVH) performance has become a 
critical development goal. This paper presents advanced noise reduction 
strategies tailored for EDU applications, focusing on a holistic approach 
that integrates source mitigation, path optimization, and advanced 
acoustic treatments. Key topics include gear whine and electromagnetic 
whine, as well as structural optimizations and damping solutions. Here 
mainly, we explore the role of numerical simulations in refining NVH 
performance. By leveraging these strategies, we demonstrate a 
systematic methodology to enhance acoustic comfort and meet stringent 
industry requirements for next-generation electric powertrains. 

Introduction 

Thanks to the intensive development of computer aided engineering, NVH 
performance of power units is possible to be measured very precisely. With 
these simulations several issues can be highlighted in the development phase, 
those would lead to high noise radiation [1]. However, then comes the most 
challenging part of the task: NVH issues need to be solved with minimum cost 
in other measures like efficiency, weight or price. To achieve this, computer-
aided optimization technologies are inevitable. Neural networks, DoE, gradient 
based methods and several other technologies are used in the daily work, but 
with the spread of AI tools this trend is becoming even more important, to make 
the customers satisfied. 

Source Optimization 

Excitation forces can be caused by errors in the system, but also as side effect 
of the normal operation. In this paper, optimization processes are collected those 
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are targeting the second one. The main sources of these harmonic excitations are 
the E-machines, gears, inverters and in case of very high-speed EDU-s, bearings 
as well. With the optimization of the varying forces indicated by these 
components, the NVH performance of a drive unit can be efficiently reduced. 

Reducing Electromagnetic excitations 

The excitation forces in an E-machine are results of the periodic change of the 
electromagnetic field during the rotation of the rotor. The shape of the 
electromagnetic excitation is a very complex shape, but it can be break down to 
sum of several sinus wave excitations with different orders and orientations 
based on Fourier transform, this is so called space-orders. The contribution of 
these components can be calculated with the electromagnetic tool, and the 
system can be loaded by them, with unit amplitudes and be investigated the 
sensitive of the structure by the responses. Main occasions of high excitations 
are considering to orders from pole number and teeth number [2]. Usual NVH 
issue, when radial force components exciting the eigenmodes of the stator (2-
pole, 4-pole, 6-pole, breathing mode, etc…). In this case high response can be 
detected in the higher frequency range. Numerous industrial cases and studies 
have shown high response for tangential forces in the lower frequency range, 
where is also audible and important for target setting [3]. High efficiency panel 
modes of components with flat surfaces like inverter and transmission cover are 
typical issues in this lower frequency range [4].  

With a well optimized rotor and stator geometry, the force components, those 
are mostly responsible for the excitation, can be significantly reduced. The goal 
of the optimization is to find the best from thousands of variants, that has better 
NVH performance, without significant efficiency degradation or cost increase. 
Significant reduction in the simulation times and remarkable increase in the 
result quality can be achieved with introducing Design of Experience (DoE) 
optimization combined with neural network [5].  The optimization tool AVL 
Cameo, which is builds a mathematical model based on a generated design 
matrix, has been used to predict results from a several simulated case to billions 
of additional possible combinations. As result of the optimization, the most 
relevant geometries can be picked from the pareto front and validated.  

Reducing gear excitations 

The teeth of loaded gears have a deflection that indicates a difference in the 
gears theoretical and real angular position. This effect is called to transmission 
error. The source of the excitation is the periodic change of the meshing stiffness 
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due to varying number of teeth in contact [6]. As main target of the optimizations 
the amplitude of the transmission error needs to be reduced and a smoother 
transition between the extremums should be provided. The development process 
is started already at the concept phase. Beside efficiency and safety 
requirements, NVH performance it is very important to be considered during the 
definition of the full layout dimensions, the bearing types and positioning and 
the main gear parameters. In the later design phases, further improvements can 
be achieved with the flank microgeometry modifications, but it is significantly 
more efficient if the system is already designed with attention for NVH from the 
beginning.  

 
Figure 1: Pareto front in DoE optimization 

 

The next step where it is possible to intervene to avoid noise radiation is the 
transfer path, the rout of the vibration from the source to the radiation. There are 
several good practices in the EDU development for this purpose, those are 
working in each case, like the decoupling of the stator in the housing, to 
minimize the transition of the electromagnetic excitation forces to the outer 
surfaces. Structural modifications also can be classified into this section, those 
are focusing on the stiffening of the components to reduce the amplitudes of the 
vibrations and shift them into higher frequencies.  

However, the situation in case of EDUs get significantly more complicated than 
for ICEs, where it was possible to shift out the critical eigenmodes from the 
excitation range. Since the rotational speed of the E-machines can easily reach 
20000 rpm, and the excitation orders existing over 60, the full frequency spectra 
of the human hearing is excited. To handle this phenomenon, a completely new 
workflow has been developed, that targeting directly the reduction of the noise 
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radiation during the optimization of the structure. A proper measure for this, is 
the equivalent radiated power (ERP), that represents the NVH performance with 
the surface integral of the velocities on the outer surface in normal direction. See 
Eq. (1). Since ERP is a sound power level value, it directly describes the EDU 
as sound source and not dependent on the measurement environment. It helps 
comparison between variants and to other products. However, sound pressure 
level or air borne noise can be calculated or simulated from ERP if required [7]. 

  (1) 

With computer aided structural optimization, significant reductions were 
achieved for components, those were already designed by well experienced 
engineers. Besides NVH performance, always very important factor is the added 
mass. The need for advanced optimization is not just because of the noise 
reduction but also for doing it from the minimum added, or even from less 
weight. During the iterations, the gradient of the objective function is calculated 
by the solver and varied the density of the design elements in a way to minimize 
or maximize it, until the optimization is converged. 

 
Figure 2: Topology optimization for ERP target 

 

 

As last step of the NVH development, the radiating surfaces of the EDU can be 
covered with special noise absorbing, or high damping material. These 
expensive solutions are not always ordered by the customers, mostly only in the 
premium segment. The so-called encapsulation, when the full EDU or the 
critical components are covered by a special foam to absorb the noise that would 
spread out of the surfaces, has less potential to achieve additional improvement 
by using optimization. Not like damping pads, those are built up from several 
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layers with different material properties and behavior. Final performance can 
also be improved by parameter optimization based on neural networks.  

Conclusion 

Significant noise reductions could be achieved at the developed EDUs, where 
all the optimization processes from source to radiation could be implemented. 
The described computer aided methods are actively used and developed in 
different industrial cases, for both E-machine and gear trains. As goal in the 
future, a fully automatized working process needs to be developed, that 
combines the experience and knowledge in simulation and optimization with the 
most recent technologies. 
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High Frequency Mount Stiffness Identification for 
Electric Powertrains using Test driven FE Approach  
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1Siemens Digital Industries Software, Interleuvenlaan 68, 

3000 Leuven, Belgium 
*Corresponding author, e-mail: domenico.minervini@siemens.com 

Summary 

Rapid electrification of the automotive industry presents new challenges 
in noise, vibration, and harshness (NVH). Stiffer bushings and higher 
frequency ranges push conventional mount testing to their limits, with test 
rig resonances often compromising accuracy and requiring 
timeconsuming setups. This work introduces a hybrid framework 
leveraging high-frequency testing and simulation to develop a parametric 
finite element mount model. This technique eliminates the need for 
support structures, extends the usable frequency range, and enables 
efficient design modifications. By frontloading the NVH optimization 
process, the proposed method allows virtual prototyping, reducing effort 
compared to conventional testing while maintaining accuracy. 
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Load dependencies in experimental modal analysis
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S. Gallas1,2*, H. Denayer1,2, G. Kosova3,
G. Fasulo4, M. Barbarino4, O. Ekblad5, F. Naets1,2, B. Pluymers1,2

1KU Leuven, Department of Mechanical Engineering, Heverlee, Belgium
2Flanders Make, Flanders Make@KU Leuven, Belgium
3Siemens Digital Industries Software, Leuven, Belgium

4Italian Aerospace Research Centre (CIRA), Capua, Italy
5PowerCell Group, Gothenburg, Sweden

*Corresponding author, e-mail: simone.gallas@kuleuven.be

Summary
When designing hydrogen fuel cell stacks for aircraft propulsion, it is es-
sential to analyse their response to in-flight dynamic loads, particularly
in terms of structural resonances. Finite element (FE) models can effi-
ciently predict this response across design iterations, but require valida-
tion against experimental modal analysis (EMA). EMA results are gen-
erally considered independent of the excitation type. However, this as-
sumption does not hold for highly nonlinear systems like fuel cell stacks.
Therefore, in this industrial case study, shaker-based EMA is repeated
for various excitation directions and amplitudes to assess their impact
on modal frequencies and shapes.

1. Introduction
Hydrogen fuel cell technology enables aircraft propulsion with zero CO2 emis-

sions. To support the adoption of this technology in aviation, the mechanical

design of fuel cell stacks must not only maximize power density but also ensure

structural resistance under in-flight dynamic loads [1]. The structural resistance

can be analyzed with numerical models reducing the need for time-consuming

and expensive of physical prototypes. In this context, the goal of this work is

to evaluate the accuracy of a linear finite element model for predicting the vi-

bration response of a fuel cell stack developed by PowerCell. The accuracy is

evaluated in terms of percentage errors on the modal frequencies, using exper-

imental results obtained from shaker testing as a reference. Since the fuel cell
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stack is expected to show nonlinear behavior, this work particularly focuses on

the load dependencies in experimental modal analysis of a hydrogen fuel cell

stack. To capture these effects, the shaker test is repeated under various excita-

tion amplitudes, directions and degrees-of-freedom and the model’s accuracy is

re-evaluated for each case.

2. Methods

2.1. Finite Element modeling

The linear finite element model, developed by the co-authors from CIRA, con-

sists of a combination of 3D elements with homogenized orthotropic material

properties for the cell package, and 2D and 1D elements for the end-plates and

structural connections. The model also includes the fixture used to attach the

stack to the shaker table, to verify that it can be considered rigid within the fre-

quency range of 5-300 Hz. Regarding the boundary conditions, all the nodes

lying at the interface between fixture and shaker table are constrained in all their

degrees-of-freedom. The resulting model is used to simulate the eigenfrequen-

cies and eigenshapes.

2.2. Experimental modal analysis

The top and bottom plates of the fuel cell stack are bolted into a cage-like fix-

ture, which is mounted on top of the CUBE, a six degrees-of-freedom shaker,

as shown on the left in Fig. 1. On the right side of the same figure, 54 triaxial

accelerometers are distributed among the stack (green), the compression bands

(purple), the fixture (red and blue) and the shaker (orange). At these locations,

the frequency response functions are measured with respect to a selected acceler-

ometer positioned on the shaker. For single axis tests, the reference acceleration

is aligned with the excitation direction. For multiaxial tests, the three transla-

tion measured at the selected accelerometer on the shaker are used instead. The

first test is executed with pseudo-random excitation in Z direction, with RMS

of 0.04 V. The test is then repeated for various excitation levels and degrees-of-

freedom, as listed in Tab. 1, to investigate the load dependencies of the modal

frequencies. For each test, the frequencies and shapes of the first six modes are

estimated using Polymax algorithm [2]. The data acquisition and modal estima-

tion are realized using respectively Siemens Scadas and Simcenter Testlab.

3. Results and discussion
The mode shapes obtained from the first experimental test are described in

Tab. 2. These modes are correlated with the numerical modes and with those
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Figure 1: Shaker setup (left) and geometry discretized at accelerometer loca-
tions (right)

Table 1: Test runs and excitation type

Test number Exc. signal Exc. level Exc. DOF

1 (ref.) Pseudo-Random 0.04 VRMS Transl. in Z

2 Pseudo-Random 0.02 VRMS Transl. in Z

3 Pseudo-Random 0.08 VRMS Transl. in Z

4 Pseudo-Random 0.04 VRMS Transl. in X

5 Pseudo-Random 0.04 VRMS Transl. in Y

6 Pseudo-Random 0.02 VRMS Rot. around X

7 Pseudo-Random 0.04 VRMS Rot. around X

8 Pseudo-Random 0.08 VRMS Rot. around X

9 Pseudo-Random 0.04 VRMS All transl.

10 Pseudo-Random 0.04 VRMS All transl. and rot.

estimated from the other test runs using the modal assurance criterion (MAC)

[3]. Two modes are considered paired only when the MAC value is higher than

70%. The accuracy of the modal frequencies prediction is shown in in Fig. 2 for

each test run. The following observations can be made:

1. The numerical prediction significantly underestimates the frequency of

the ”stack modes” 1, 2 and 6 (max error 30%), indicating a potential stiff-

ness underestimation in the stack part of the model. The bands modes are

predicted with a better accuracy instead (max error 2%).

2. The increase of excitation amplitude leads to a negligible decrease of

modal frequencies (1% decrease).

3. When exciting the rotation around X or the translation in X, or when ex-

citing multiple degrees-of-freedom contemporaneously, the estimation of
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some modes is not possible.

4. The direction of the excitation has a non-negligible impact on the modal

frequencies (max error 4%).

Table 2: Description of the experimental modes

Mode number Shape description

1 Stack, first bending in Y direction

2 Stack, axial in Z direction

3 Compression band 1, first bending in Y direction

4 Compression band 2, first bending in Y direction

5 Compression band 3, first bending in Y direction

6 Stack, first bending in X direction
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Figure 2: Percentage errors between test runs and numerical prediction
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4. Conclusion
In this work, the modal analysis of a fuel cell stack is conducted both numeric-

ally with finite element modeling, and experimentally with shaker testing using

various excitation types. On the one hand, the considered excitation amplitudes

have a negligible influence on modal frequencies. On the other hand, the direc-

tion of the excitation shows a more noticeable impact. However, both effects are

considerably smaller than the prediction error of the initial finite element model,

highlighting the need for model update.
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Summary 
In premium vehicles, a low noise level in the interior is an important 
expectation. Previously, the main challenge was to reduce the engine- 
and road noise, but with technological advancements, there are now 
largely refined solutions for these. Simultaneously, vehicle sound systems 
have become significantly more complex and powerful. Consequently, the 
vibrations due to their operation may introduce new noise sources in the 
cabin. The focus of this paper is to get a better understanding of the 
relationship between structure-borne and airborne noise of an 
automotive door induced by the built-in woofer. To achieve this goal, a 
set of acoustic measurements should be performed following by the 
corresponding evaluation. All this in terms of the fact that the results 
obtained can later form the basis of a subsequent simulation. 

Introduction 
The overall driving experience in a vehicle is significantly impacted by the 
acoustic and tactile feedback it produces. Automotive engineers utilize NVH to 
analyse sounds and vibrations, aiming to reduce undesirable occurrences and 
enhance beneficial ones through simulation and physical testing. NVH broadly 
encompasses noise (sound propagation from components like engine or door 
operations), vibration (oscillations felt through contact points like steering 
wheel or seats), and harshness (the subjective perception of unpleasant sounds 
and vibrations). While NVH initially focused on mitigating mechanical noises 
in combustion engine vehicles, it has evolved into a critical performance metric, 
particularly for premium automotive brands where superior NVH performance 
is a key differentiator and a fundamental aspect of brand image. 
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The increasing demand for enhanced audio experiences in automotive cabins 
has led to more powerful sound systems, which in turn pose a challenge by 
inducing unwanted structural vibrations and audible rattling noises. This paper 
specifically addresses the problem of rattling noise excited by the sound system. 
Amplified sound levels from the vehicle's audio system, especially from low-
frequency drivers like door-mounted woofers, can generate sufficient airborne 
and structure-borne vibrations to excite loosely coupled components or panels, 
leading to intermittent contact loss and rattling. The study focuses on vehicle 
doors as a representative subsystem to understand and mitigate this issue, with 
the primary goal of formulating assumptions about the structural and acoustic 
excitation caused by the built-in woofer to serve as a foundation for vehicle 
audio development simulation. Understanding the complex interplay between 
airborne sound pressure within the door cavity and the resulting structure-borne 
vibrations of the door panels and associated components is essential for this 
problem. 

Measurement setup 
The experimental investigation utilized a 2003 Lexus IS200 front right door, 
fully assembled with its functional components, including the window 
mechanism, door opening apparatus, and electric harness. Elements like the 
right rearview mirror and tweeter were removed. The latter having no notable 
effect as it is outside the door cavity, while the former facilitated the free-free 
hanging of the door. A compatible plastic trim with an Alcantara cover closed 
the door cavity from the passenger side, secured by factory plastic fasteners and 
bolts. 

The original speaker was replaced with an OEM woofer. This replacement 
speaker was secured with self-locking nuts for easier refitting. Additional foam 
padding was placed to eliminate gaps between the trim and the speaker. The 
door's structure, including the inner metal plate, was deemed suitable for 
acoustic measurements despite minor lower-part damages. Moreover, cables 
and wires were covered in plastic by the manufacturer to prevent rattling. 
Potential noise sources were identified around the cavity, including vibrations 
transmitted from the woofer to the holding plate via bolted connections, and 
resonance of plate elements due to increased sound pressure inside the door. The 
larger outside panel was also noted as a potential drum-like membrane due to 
internal sound pressure and its thinner construction. 
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Figure 1: Location of sensors in passenger side panel 

Figure 2: Location of sensors in door trim 

A total of 12 sensors – 8 single axis accelerometers and 4 free-field condense 
measurement microphones – were used across the door assembly for 
measurements. A reference accelerometer was glued to the magnet of the excited 
speaker in all setups. Three accelerometers were fitted on the inner side of the 
door; near the speaker; in the middle of the panel; and at the rear bottom, visible 
outside the trim. Three microphones were located inside the door cavity, and a 
reference microphone on the trim. Two accelerometers were positioned on the 
trim panel, and two on the outside panel. 
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Figure 3: Location of sensors in outside panel 

The measurement process involved Siemens Simcenter Testlab suite and 
Simcenter SCADAS data acquisition systems for data recording and analysis. 
The MIMO FRF Testing module was employed for comprehensive excitation 
and response measurement. The excitation signal was a logarithmic sweep of 
'periodic chirp' from 20 Hz to 8192 Hz with 0.125 Hz resolution, and with the 
average of four sweeps constituting the measurement output. The excitation 
signal was amplified by a TIRA power amplifier. 

Three distinct measurement setups were utilized: 
Setup 1 - The Conventional Layout: The door assembly replicated its in-
vehicle configuration, with the OEM speaker providing combined airborne and 
structure-borne excitation via a logarithmic sweep signal. The door was in a 
free-free hanging state. 
Setup 2 - The Structure-Borne Excitation: Similar to Setup 1, but the 
speaker's membrane was cut, leaving only four 1.5 cm wide strips. This 
modification significantly reduced airborne sound pressure while maintaining 
speaker excitation, allowing for the isolation and recording of structure-borne 
excitation. The reference speaker vibration level was kept consistent with other 
setups. 
Setup 3 - The Airborne Excitation: This setup used two speakers. The 
damaged internal speaker remained in place, but excitation came from an 
external speaker positioned to generate airborne noise into the door cavity. The 
external speaker was held by a separate stand to minimize physical connection 
to the door. Insulation and tapes covered gaps to reduce sound pressure loss. 
This setup aimed to measure vibrations primarily induced by airborne noise, 
allowing for comparison with previous setups to determine the dominant 
excitation form for different panels. 
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Results 
Validation of the measurement setups confirmed consistent excitation levels 
across all three cases. A reference accelerometer placed at the back of the active 
speaker ensured that the root mean square (RMS) value of the vibration was 
approximately 0.3 g during calibration with white noise. For the measurements, 
a logarithmic sweep from 20 Hz to 8192 Hz was applied, which had a higher 
excitation effect and less disturbance in the output signal compared to white 
noise. The sound pressure levels confirmed expected behaviour: Setup 2 – the 
structure-borne excitation – exhibited the lowest sound pressure levels, while 
Setup 1 – the conventional layout – had the highest overall levels. 

An initial examination of the overall sound behaviour within the door assembly 
in Setup 1 revealed generally higher sound pressure levels within the door cavity 
compared to the passenger side of the trim. This suggests that the trim panel 
provides a degree of soundproofing, though this effect appeared less effective in 
the lower-middle frequency range of approx. 450 Hz to 600 Hz. The sound 
pressure level on the passenger side was largely confined to a range between 64 
dB and 74 dB, indicating a more controlled acoustic environment compared to 
the more variable noise levels within the door cavity. 

Analysing the inside panel vibrations, the first diagram compares the vibrations 
at the inside front location and demonstrates the dominance of structure-borne 
vibrations at this point. This is anticipated due to the accelerometer's proximity 
to the speaker and its bolted connections, which form a direct vibration path. A 
noteworthy observation is that in the frequency range of 375 Hz to 825 Hz, the 
structure-borne excitation – Setup 2 – registers higher vibration levels than the 
combined excitation – Setup 1. This anomaly might be attributed to the repeated 
installation and removal of the speaker, potentially altering the seating or 
effectiveness of the speaker connection padding. However, at lower frequencies, 
the close tracking of the conventional and structure-borne curves suggests that 
the measurement integrity is generally good. Furthermore, in several instances 
at the inside front location, distinct vibrational peaks align across all three 
setups, indicating frequencies where all excitation paths contribute or where 
structural response is particularly sensitive. 

Turning to the outside panel vibrations, the second diagram below compares the 
vibrations at the outside front location, suggests that this panel is particularly 
responsive to the airborne setup – Setup 3. This effect is especially pronounced 
at lower frequencies, where substantial differences are observed between the 
vibration magnitudes induced by structure-borne and airborne excitation. This 
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supports the premise that where airborne excitation induces a stronger 
vibrational response at a given frequency compared to structure-borne 
excitation, airborne sound is the presumable dominant excitation mechanism for 
that specific panel response. 

Diagram 1: Comparison of the vibrations at inside front location (dB/level) 

Diagram 2: Comparison of the vibrations at outside front location (dB/level) 

 

 



 | International Conference for Acoustic and Vibration Engineers 

52

NVHH2025-0024 

Investigation of vibration-based noises generated by 
the sound system in the interior of modern vehicles 

Zs. Hidegföldi1,2*, B. Vehovszky1, P. Á. Gajdátsy2 

1Széchenyi István University, Department of Whole Vehicle Engineering, 
, Hungary 

2Jaguar Land Rover Hungary, Digital Product Platform, Budapest, Hungary 
*Corresponding author, e-mail: zhidegf1@jaguarlandrover.com 

Summary 
In premium vehicles, a low noise level in the interior is an important 
expectation. This issue is addressed by vehicle acoustics, specifically 
NVH (Noise, Vibration, Harshness). Previously, the main challenge was 
to reduce the engine- and road noise, but with technological 
advancements, there are now largely refined solutions for these. 
Simultaneously, vehicle sound systems have become significantly more 
complex and powerful. Consequently, the vibrations due to their 
operation may introduce new noise sources in the cabin. The focus of this 
paper is to get a better understanding of the relationship between 
structure-borne and airborne noise of an automotive door induced by the 
built-in woofer. To achieve this goal, a set of acoustic measurements 
should be performed following by the corresponding evaluation. All this 
in terms of the fact that the results obtained can later form the basis of a 
subsequent simulation. 

Introduction 
The overall driving experience in a vehicle is significantly impacted by 

the acoustic and tactile feedback it produces. Automotive engineers utilize NVH 
to analyse sounds and vibrations, aiming to reduce undesirable occurrences and 
enhance beneficial ones through simulation and physical testing. NVH broadly 
encompasses noise (sound propagation from components like engine or door 
operations), vibration (oscillations felt through contact points like steering 
wheel or seats), and harshness (the subjective perception of unpleasant sounds 
and vibrations). While NVH initially focused on mitigating mechanical noises 
in combustion engine vehicles, it has evolved into a critical performance metric, 
particularly for premium automotive brands where superior NVH performance 
is a key differentiator and a fundamental aspect of brand image. 

The trim panel vibrations exhibit differing characteristics by location. Structure-
borne excitation appears more influential at the trim's front location, while 
airborne excitation has a greater effect at the trim's rear location. This 
observation should be contextualized by the age of the door assembly (over 20 
years), as the plastic components and connections may have degraded, 
potentially leading to a less secure fit and increased susceptibility to airborne 
excitation at the rear. 

Diagram 3: Comparison of the vibrations at trim rear location (dB/level) 

Conclusions
This paper successfully investigated the excitation mechanisms of an 
automotive door assembly due to its built-in woofer, with a specific focus on 
differentiating between airborne and structure-borne sound and vibration 
transmission paths. Through a three-setup measurement methodology valuable 
insights were gained into the vibro-acoustic behaviour of the door components. 

Key findings include at the inside front location, structure-borne vibrations were 
found to be dominant, as expected due to proximity to the speaker's mounting 
points. While structure-borne excitation remained the primary driver at the 
inside middle location, airborne excitation also demonstrated clear 
contributions, resulting in a mixed excitation scenario at specific frequencies. 
Notably, both the large outside panel and the trim panel were significantly 
excited in the airborne setup, particularly at lower frequencies, supporting the 
interpretation that airborne excitation predominantly influences frequencies 
more strongly excited by airborne paths than structure-borne paths. 
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The increasing demand for enhanced audio experiences in automotive 
cabins has led to more powerful sound systems, which in turn pose a challenge 
by inducing unwanted structural vibrations and audible rattling noises. This 
paper specifically addresses the problem of rattling noise excited by the sound 
system. Amplified sound levels from the vehicle's audio system, especially from 
low-frequency drivers like door-mounted woofers, can generate sufficient 
airborne and structure-borne vibrations to excite loosely coupled components or 
panels, leading to intermittent contact loss and rattling. The study focuses on 
vehicle doors as a representative subsystem to understand and mitigate this 
issue, with the primary goal of formulating assumptions about the structural and 
acoustic excitation caused by the built-in woofer to serve as a foundation for 
vehicle audio development simulation. Understanding the complex interplay 
between airborne sound pressure within the door cavity and the resulting 
structure-borne vibrations of the door panels and associated components is 
essential for this problem. 

Measurement setup 
The experimental investigation utilized a 2003 Lexus IS200 front right 

door, fully assembled with its functional components, including the window 
mechanism, door opening apparatus, and electric harness. Elements like the 
right rearview mirror and tweeter were removed. The latter having no notable 
effect as it is outside the door cavity, while the former facilitated the free-free 
hanging of the door. A compatible plastic trim with an Alcantara cover closed 
the door cavity from the passenger side, secured by factory plastic fasteners and 
bolts. 

The original speaker was replaced with an OEM woofer. This 
replacement speaker was secured with self-locking nuts for easier refitting. 
Additional foam padding was placed to eliminate gaps between the trim and the 
speaker. The door's structure, including the inner metal plate, was deemed 
suitable for acoustic measurements despite minor lower-part damages. 
Moreover, cables and wires were covered in plastic by the manufacturer to 
prevent rattling. Potential noise sources were identified around the cavity, 
including vibrations transmitted from the woofer to the holding plate via bolted 
connections, and resonance of plate elements due to increased sound pressure 
inside the door. The larger outside panel was also noted as a potential drum-like 
membrane due to internal sound pressure and its thinner construction. 

The study reinforced that airborne sound primarily transits through the door 
cavity, while structure-borne sound propagates via the physical structure. The 
primary contribution of this research lies in the detailed experimental separation 
and analysis of airborne and structure-borne sound and vibration transmission 
from a door-mounted woofer. These findings and the dataset itself provide a 
valuable foundation for the development and validation of simulation models 
aimed at predicting and mitigating audio-induced vibro-acoustic phenomena in 
automotive doors. 
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The European automotive industry is adapting to competition by shifting 
from passive strategies to collaborative approaches. Companies are 
increasingly forming strategic partnerships and joint ventures to 
leverage manufacturing efficiency and innovation speed. For instance, 
one major player has acquired a significant stake in a local Asian firm to 
access cost-effective electric vehicle (EV) technology, enabling 
production in Europe while avoiding tariffs. Shared manufacturing 
capacities are also being explored, allowing both European and other 
firms to optimize resources and reduce costs through joint facilities. 
Furthermore, technology and innovation transfer is crucial, as European 
expertise in design and marketing complements the rapid development 
cycles of Asian automakers. This collaboration aims to produce high-
quality EVs at lower prices, benefiting all parties involved. The new 
cooperative model fosters a "win-win" strategy, enhancing production 
efficiency and competitiveness in the global market. In the realm of noise 
and vibration (NVH), European automakers are focused on improving 
vehicle comfort, particularly in electric vehicles. Collaborations with 
partners are driving innovative solutions that not only cut manufacturing 
costs but also accelerate development. Ultimately, these partnerships 
ensure that the European automotive industry remains competitive. 

The European automotive industry is increasingly facing fierce global 
competition, compelling a strategic shift from traditional, independent 
operational models towards collaborative frameworks. Noise, Vibration, and 
Harshness (NVH) management, an essential aspect of automotive comfort, 
especially in electric vehicles (EVs), is at the forefront of these new cooperation 
initiatives. The necessity for improved NVH performance arises from increased 
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consumer expectations for vehicle comfort, particularly pronounced in quiet 
electric propulsion systems. Collaboration among European automakers and 
Asian partners aims to integrate the manufacturing efficiencies, rapid innovation 
cycles, and cost-effectiveness prevalent in Asian markets with Europe's 
advanced technological expertise and stringent quality standards [1]. 
The core objectives driving this collaborative model include accelerated 
innovation, optimized production efficiency, reduced costs, and enhanced global 
competitiveness. Strategic partnerships, joint ventures, and technology transfers 
characterize this evolving cooperative landscape, contributing significantly to 
the production of competitively priced, high-quality electric vehicles [2]. 

 
Recent collaborative examples underscore the effectiveness of the new 
cooperation model. Stellantis, one of Europe’s automotive giants, has 
strategically partnered with China's Leapmotor, acquiring approximately 20% 
ownership. Through this cooperation, Stellantis started EV production at its 
Polish plant, leveraging Leapmotor’s cost-efficient EV technology and avoiding 
EU tariffs [1]. This partnership exemplifies how strategic international 
collaborations enable European production facilities to remain competitive 
against global automotive giants. 
Additionally, Stellantis and Contemporary Amperex Technology Co. Limited 
(CATL) established a €4.1 billion joint battery manufacturing facility in Spain, 
each holding an equal stake. This collaboration highlights how strategic resource 
pooling can optimize investments, share risks, and reduce operational costs, 
making European automotive manufacturers competitive against dominant 
Asian battery producers [2]. 
Changan, another prominent Chinese automaker, also announced plans to 
establish European manufacturing facilities, indicative of a broader industry 
trend of cross-regional investment and cooperation. This move aims to tap into 
European technological excellence and market access while enabling efficient 
localization of production, demonstrating how the cooperative model serves 
mutual strategic interests [3]. 
In the specific context of NVH, European automakers are capitalizing on 
partnerships with specialized suppliers and technology companies, facilitating 
knowledge transfer, especially in active noise cancellation, advanced acoustic 
insulation materials, and simulation technologies. The European Hybrid and EV 
NVH Summit 2025 notably emphasizes collaborative approaches to integrate 
smart mounting solutions, modular drivetrain architectures, and predictive 
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simulation tools, enhancing vehicle comfort and NVH performance while 
reducing developmental timelines and costs [4]. 

The new cooperation model in automotive NVH represents a significant 
evolution in how European automakers address global competition. By forging 
strategic alliances, particularly with Asian companies, European manufacturers 
leverage complementary strengths, such as cost efficiency, rapid innovation 
cycles, and advanced technological capabilities. Joint ventures and shared 
manufacturing capacities allow European automakers to optimize resources, cut 
costs, and accelerate market entry. This collaborative approach ultimately 
delivers high-quality electric vehicles with superior NVH characteristics at 
competitive prices, ensuring continued relevance and competitiveness in the 
global automotive industry. 
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Summary 
The miniaturization and improved efficiency of rotating 
machines have increased the demand for noise reduction. 
Electromagnetic vibration and noise caused by the resonance 
between the stator's electromagnetic force and its eigenmode 
are often problematic. To predict electromagnetic vibration 
and noise during the design stage using numerical analyses, it 
is essential to reproduce accurately vibration characteristics. 
Traditionally, the vibration characteristics of the stator's 
laminated steel sheets and windings were identified through 
experiments. We are developing an analytical method to 
determine these characteristics. This study validates the 
proposed method by comparing numerical analysis results 
with experimental data for a three-phase induction motor. 

Introduction 

To improve motor performance, noise reduction is a key challenge. The sources 
of motor noise can be classified into three types: fluid pressure fluctuations by 
cooling fan, mechanical vibrations resulting from bearing movements, and 
vibrations caused by electromagnetic forces in stator. Electromagnetic vibration 
spans a wide frequency range and becomes more pronounced when the 
electromagnetic forces resonate with the stator's eigenmodes. To estimate and 
reduce the electromagnetic vibration and noise, it is necessary to accurately 
predict the electromagnetic force generated in the stator and its natural modes, 
for which a finite element method (FEM) is widely used. In [2,3], accurate 
modal analyses of the stator, considering the effects of laminated cores and 
windings, have been presented. However, the mechanical properties of the stator 
are often identified through correlations between experimental data and 
analytical results, but the derived properties are not generally applicable. 
Furthermore, there are few cases of motor electromagnetic vibration and noise 
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analysis conducted using mechanical properties identified analytically without 
experiments.  

In this paper, we propose an analytical method to determine equivalent 
mechanical characteristics of the stator without experiments. Electromagnetic-
structural-acoustic analysis is conducted with FEM, and the proposed method is 
validated by comparing the analysis results with experimental results of a three-
phase induction motor during no-load operation. 

 

Fig. 1 illustrates the analysis model of the target motor, which is a 1.5 kW, 6-
pole three-phase induction machine. The motor is mainly composed of a stator 
and a rotor. The stator includes a stator core and windings, while the rotor 
consists of a shaft, a rotor core, and bars. In the structural analysis, the impact 
of the rotor on electromagnetic vibrations was considered minimal and thus 
ignored. In the FEM, JMAG®, ANSYS®, and Actran® have been used. 

 
Figure 1: Electromagnetic analysis model (left), structural analysis model 

(center), and acoustic analysis model (right). 

 

 

In structural analysis using finite element analysis, when the mass, mechanical 
properties, and damping ratio are known, the discrete equation is expressed as 

  (2) 

where  is the angular frequency,  is the mass matrix,  is the damping matrix, 
 is the stiffness matrix,  is the displacement vector, and  is the force 

vector. In this case,  corresponds to the Fourier transform results of the 
electromagnetic force obtained through electromagnetic analysis. 
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Fig. 2 shows the modelling of laminated core and windings of the stator. The 
stator core model is created by stacking electromagnetic steel sheets, and the 
contact stiffness  in the normal direction and  in the tangential direction 
between the sheets are determined by surface pressure applied during the 
lamination process [3]. Equivalent orthotropic properties of the bulk model are 
identified to match the results of the laminated model. For the windings, based 
on Voigt and Reuss rules commonly used in composite material modelling, the 
equivalent properties are calculated by 

 , (2) 

  (3) 

where  is the Young’s modulus of copper,  is the Young’s modulus of 
varnish,  is the volume ratio of copper, and  is the volume ratio of varnish. 
The obtained material properties are applied to (1), and the sound pressure can 
be calculated by solving the wave equation with the resulting vibration 
acceleration as the boundary condition. 

Figure 2: Modelling of laminated core (upper) and modelling of windings (lower). 
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The average vibration acceleration levels on the motor surface and the average 
noise levels at 8 evaluation points positioned 0.5 m from the center of the motor 
are shown in Fig. 3. In the analysis, the vibration and noise values are 
reproduced qualitatively, and the difference in OA values is less than 2 dB. The 
relatively large errors below 500 Hz and around 1000 Hz are likely caused by 
differences in boundary conditions and the connection conditions of 

components. 
Figure 3: Vibration acceleration levels (left) and noise levels (right). 

 

This paper provided an analysis method to determine the vibration 
characteristics of the stator in induction motors without experiments and its 
effectiveness by mostly reproducing the vibration and noise. 

In the future, we will conduct analysis reflecting the connection states between 
components to improve accuracy. 

 

[1] F. Chai, Y. Li, Y. Pei, and Z. Li, Accurate modelling and modal analysis of 
stator system in permanent magnet synchronous motor with concentrated 
winding for vibration prediction, IET Electric Power Applications, Sep. 
2018, vol. 12, no. 8, pp.1225-1232.  

[2] H. Yin, X. Zhang, F. Ma, C. Gu, H. Gao and Y. Wang, New Equivalent model and 
Modal Analysis of Stator Core-Winding System of Permanent Magnet Motor With 
Concentrated Winding, in IEEE Access, 2020, vol. 8, pp. 78140-78150. 

[3] N. Back, M. Burdekin, and A. Cowley, Analysis of Machine Tool Joints by the 
Finite Element Method, in Proc. 14th Int. MTDR Conf., UK: Macmillan Education, 
pp.529-539. 
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Summary 
In the automotive manufacturing and development sectors, vast amounts 
of time-series data are collected, making manual evaluation increasingly 
impractical. Traditional models that rely on predefined thresholds or 
historical data require frequent adjustments to remain effective, which is 
not feasible in dynamic manufacturing environments. To address this 
challenge, we propose a self-training pipeline that can autonomously 
identify failures across various manufacturing processes without the need 
for extensive retraining or manual intervention. This domain-
independent solution offers a powerful and scalable approach to anomaly 
detection, ensuring robust performance even in the face of data drifts and 
adjustments. 

Method 

The model proposed in [1] was used for detecting anomalies in a manufacturing 
process. The periodic nature of the data is given by recording a time-signal 
relevant to the process execution (eg. vibration acceleration, pressing force, 
current, etc.) for each part that goes through that manufacturing process. A 
detected anomaly consequently belongs to one specific manufactured part. 

The proposed model begins with a single input parameter: the reference window 
size. Initially, a slice of the input signal is used as the reference window to start 
the algorithm. The sliding correlation between the input signal and the reference 
window is then calculated to determine the step size. As the algorithm 
progresses, the reference window is updated with new input data segments at a 
set learning rate, allowing the prediction to adjust dynamically to changing 
period shapes. This process ensures that the model remains adaptive to 
variations in the input data. In our case the reference window size needs to cover 
exactly the recording length made at one physical part at the manufacturing 
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process. As the selected process outputs a time signal of constant length for each 
part, the automatic period detection part of the algorithm could be turned off. 

Next, the model predicts a new slice of the input signal using the shifted 
reference window and calculates the error between them. To enhance the 
accuracy of anomaly detection, previous windows are stored, and the standard 
deviation for each sample point within the window is computed. A weighted 
error is then derived from the standard deviation window and the error window. 
This approach ensures that signal areas with consistently higher noise ratios are 
not mistakenly detected as anomalies. 

Dynamic Time Warping (DTW) is employed to calculate the optimal match 
between the reference window and the input signal segment. Enabling DTW 
enhanced the model's ability to accurately identify anomalies, due to improved 
temporal alignment of the manufacturing process data. 

The algorithm also includes a bidirectional run feature, which allows it to be 
executed in both directions on the input time signal. It is making use of the fact 
that the anomaly score will increase only after a profile change, and by 
combining the two anomaly score signals, profile change-related anomalies are 
effectively eliminated. This bidirectional approach can be used periodically in 
manufacturing to check impact of changes in raw material, etc. 

By integrating these advanced techniques, the proposed model offers a robust 
and scalable solution for time series failure identification in manufacturing, 
capable of adapting to various data conditions and providing reliable anomaly 
detection without the need for extensive retraining or manual intervention. 

Conclusion 
The self-training pipeline presented in this study offers a robust and scalable solution for 
time series failure identification in manufacturing. By eliminating the need for extensive 
retraining and manual intervention, this model provides an out-of-the-box approach to 
anomaly detection, capable of adapting to various manufacturing processes and data 
conditions. 

References 
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Summary 
Nonlinear phenomena within electronic components in an automotive 
setting can lead to functional problems. The root-cause analysis of these 
phenomena is therefore an important task during the product 
development phase, which can be accelerated by the use of data-driven 
methods and machine learning approaches. The two main topics of this 
presentation are the detection and categorization of nonlinearities. 
Detection can be aided by models which help differentiate between 
sample specific nonlinearities and those originating from the 
measurement environment. Once the nonlinearities are detected, either 
by previous models or thresholds set by engineers, classification 
algorithms can be used to identify the type of nonlinearity present in the 
structures. The nonlinearity type can give valuable information 
regarding the location, or the materials associated with the phenomena. 
Acquiring a trained classifier requires large amounts of labelled data 
from numerous measurements and sample types to create a robust model, 
capable of predicting not only in a known environment, but in new 
settings too. In some cases, generated data can help take this burden off 
the measurement and labelling process but poses an added risk when it 
comes to ensuring data quality. This presentation aims to show these 
principles of data-driven nonlinearity detection and categorization in 
use.  

Introduction 

The first step in the identification process is a well-rounded measurement 
workflow capable of giving information relevant to the nonlinearity in question. 
A measurement sequence consisting of sweep, impact and burst measurements, 
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each targeting different features, is needed. Using different time-signal 
processing methods, these features can be computed and a Nonlinearity signal 
feature – Nonlinearity type dictionary can be created, to use in further 
evaluations.  

One measurement type that is vital in the identification process is the nonlinear 
resonance backbone curve measurement. Due to nonlinear phenomena, the 
resonance frequency a certain mode can shift when the excitation amplitude 
used in the measurement is altered. This frequency-amplitude dependency can 
characterize the measured nonlinearity, giving insights into the type, and 
parameters of the phenomena. An automated measurement of the entire system, 
consisting of a low excitation measurement of the underlying linear system and 
backbone curves of all resonances can show a complete picture of the 
component in question.  

Once all measurements are completed, features acquired through time signal 
processing and domain knowledge help identify the nonlinearity. To provide a 
data driven solution, machine learning models can be utilized, making use of 
past measurements as well. A machine learning workflow is used to combine 
simulated nonlinearities and real nonlinearities from historic data to form a well-
rounded dataset of phenomena present in components and predict the type of 
nonlinearity occurring in new samples. The use of a parametrized physics-based 
model enables the creation of labelled classes of phenomenon types such as 
impact rattling, friction or geometric nonlinearities to be predicted. 

An alternative approach is the localization of the source through coordinate 
prediction. This technique is indifferent to the cause of the nonlinearity, but 
instead aims to predict either its XYZ coordinates or its distance from various 
measurement points and calculates the source through triangulation. To achieve 
this, a measurement based digital twin of the component must be created, the 
nonlinearity measured at a high enough excitation level to activate it, features 
transformed into the same format as the digital twin. An AI model can then be 
trained on the digital twin and the location of the nonlinearity predicted. 

The two approaches, identification and localization, give a rounded solution to 
the root-cause analysis of nonlinear phenomena and together they accelerate the 
design process. The use of data driven methods, as seen in the ML workflow 
applied to historic data, enables the exploitation of information in past 
measurements otherwise unaccessed. This presentation aims to showcase the 
benefits of using these approaches in nonlinearity identification. 
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Summary 
How does the sound of a vehicle influence user perception – and can this 
impact vary across cultures? This was the guiding question behind a 
recent collaborative research project conducted by Bosch, 
Klangerfinder, and clickworker. The initiative aimed to identify regional 
preferences for electric vehicle (EV) start-up sounds, providing data-
driven insights to support product development and culturally aligned 
sound design. 

In this collaboration, Klangerfinder was responsible for creating the 
sound concepts across three categories – Sport, Eco, and Classic vs. 
Futuristic – bringing in their deep expertise in emotional and brand-
driven audio design. Bosch Engineering translated these into testable 
formats and oversaw the technical design of the study, while clickworker 
enabled the large-scale online testing and global user segmentation. 
Participants across continents evaluated sound pairs in controlled A/B 
comparisons, with preferences directly quantified for statistical analysis. 

Main Challenges 

Sound is deeply cultural. What’s perceived as sporty or elegant in one region 
might be considered inappropriate or even unpleasant in another. One key 
challenge was designing sounds that could evoke emotional associations such 



 | International Conference for Acoustic and Vibration Engineers 

66

as performance, sustainability, or innovation – while still being accepted across 
markets. 

Another challenge: collecting meaningful data at scale without sacrificing 
quality. The team implemented an innovative "gold data" quality control 
mechanism and rigorous contextualization strategies to ensure responses 
reflected genuine, considered preferences. 

Results 

The study uncovered striking regional and demographic differences in sound 
preferences – and perhaps more surprisingly, a disconnect between what 
participants thought they preferred and the choices they actually made in 
controlled comparisons. These insights underline the importance of grounding 
sound design in real user data rather than assumptions. 

If your products rely on sound – whether in mobility, smart devices, or consumer 
goods – this project offers key lessons on how user expectations and perceptions 
vary across the globe. Join our presentation to discover how a data-driven 
approach to sound design can improve product resonance, emotional impact, 
and market fit. 

Company Introductions & Contact 

Bosch 

The Bosch Group is a leading global supplier of technology and services. Its 
operations are divided into four business sectors: Mobility, Industrial 
Technology, Consumer Goods, and Energy and Building Technology. 

The Engineering Center Budapest was founded in 2005 and now more than 3500 
experts are shaping the future of mobility – making Hungary Bosch's fourth-
largest R&D center in the world after Germany, India, and China. 

The NVH team in Budapest is one of Hungary’s most competent, comprising 
acousticians with decades of know-how and diverse backgrounds in electrical, 
mechanical, software, and vehicle engineering. They engage in R&D projects 
for product and methodology development in collaboration with Bosch product 
teams, OEMs, and universities. The NVH facility boasts a state-of-the-art 
laboratory covering over 1000 m2, housing Anechoic, Semi-Anechoic, and 
Vehicle Anechoic chambers equipped with a chassis-dynamometer. The team 
utilizes advanced equipment such as multiple Laser Vibrometer Systems, Noise 
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Source Localization, and Sound Field Visualization Systems, along with 
customized test benches for special needs. 

 

Contact: bertalan.fukker@hu.bosch.com 

Klangerfinder 

Klangerfinder GmbH & Co KG, founded in 2009 by Prof. Florian Käppler, is 
an award-winning agency for holistic audio experience design based in Stuttgart. 
The transdisciplinary team designs and realises national and international 
projects in the fields of culture and digitality, technology and art, brands and 
music as well as science and business. 

The work of Klangerfinder became known to a wider public through the globally 
successful sound brands Audi and Deutsche Telekom. Klangerfinder researches 
and develops new forms of communication, learning and experience with a 
focus on participation, democratisation, accessibility and inclusion. 

A constantly growing field of activity are often long-term research co-operations 
with universities, institutes and partners from the fields of business, technology 
and culture. 

 

Contact: info@klangerfinder.de 

clickworker 

clickworker, now part of LXT.ai, is one of the largest global providers of 
crowdsourced data, with over 7 million freelancers across Europe, America, and 
Asia. As an integral part of LXT’s industry-leading AI data solutions, 
clickworker offers scalable services for AI training data, categorization and 
tagging, surveys, store audits, web research, text creation, and product data 
digitalization – in 18 languages and across more than 30 target markets. 

Its powerful technology platform supports mobile-first and desktop task 
execution, with options ranging from self-service to fully customized, managed 
solutions. Tasks are divided into micro jobs, completed by qualified 
Clickworkers, and delivered with built-in quality assurance. In 2024, 
clickworker successfully completed over 800 million jobs, serving top-tier 
technology clients with high throughput, scalability, and cost-efficiency. 

 
Learn more at clickworker.com 
Contact: stephan.pamp@clickworker.com 
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Summary 
Vortex shedding from blades of low-speed, axial-flow, air-handling 
rotors has been considered from two complementary perspectives: as an 
undesirable cause of noise and vibration in an NVH view – and also as a 
potential tool for diagnostics and condition monitoring purposes. 

Introduction 
The blades of low-speed axial-flow air-handling turbomachinery, such as 
ventilating and cooling fans, and rotors for drone propulsion, are discussed 
herein. The shedding of vortices from an axial-flow rotor blade profile, initiated 
already upstream of the blade trailing edge (TE), is termed herein as profile 
vortex shedding (PVS). The effects of PVS related to Noise, Vibration and 
Harshness (NVH) are twofold. a) PVS causes a fluctuation in lift force acting 
on the blade section, and, as such, it generates a bending moment, causing blade 
vibration. b) PVS generates a dipole noise in association with the TE. 

PVS can be characterized by a universal Strouhal number  [1]: 

  (1) 

Where f is the vortex shedding frequency, b is the transversal distance between 
the two rows of shed vortices, and U is the flow velocity. In [2], the authors 
provided a method for brief empirical estimation for b as function of geometrical 
and operational parameters. 

In addition to the negative aspects of noise and vibration in terms of NVH, they 
can also be considered as valuable tools for turbomachinery diagnostics, 
condition monitoring, and predictive maintenance. In [3], the actual flow rate of 
turbomachinery has been retrieved from vibrometer data. In [4], acoustic 
measurements were exploited in prediction of faulty machine behaviour. [5] 
reports on utilization of pressure sensor data in condition monitoring. 
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The departmental turbomachinery research group has been maintaining active 
research in PVS related to blade elements of low-speed axial flow air-handling 
turbomachinery rotors [1, 6-7], with extensive involvement of Computational 
Fluid Dynamics (CFD). A brief, order-of magnitude estimation of PVS-related 
noise and vibration has been performed by minimal modelling of PVS effects. 
The most developed modelling state is reported in [7].           

Motivation and goals 

The authors outline the following concept for future industrial consideration / 
utilization of the phenomenon of PVS in relationship with low-speed axial flow 
gas-handling turbomachinery rotors, such as ventilating and cooling fans (in e.g. 
automotive applications), and for drone propulsors.   

Depending on the availability of inputs to Eq. (1), two ways of the utilization of 
the equation is envisaged, after further development of the related empirics. A) 
Already in the preliminary design phase of the rotor blades, the rotor noise is to 
be moderated for reducing the human annoyance. Furthermore, blade vibration 
is to be moderated for enhancing the operational safety of the rotor. As a 
substantial input data for both of these goals, the order of magnitude of f can be 
estimated as output, if the operational data for the design state U and b are 
provided as input. B) PVS is considered as contributor to the complex acoustic 
and vibrational “fingerprint” of the machine. For an actually operating 
turbomachine, PVS has a signature in the apparent noise and vibration due to 
PVS providing a measurement-based means for estimating the actual f as input. 
This data correlates the operational state via U and b, and thus, it can contribute 
to monitoring the operational state of the rotor, eg. flow rate estimation – as in 
a classic “vortex shedding flowmeter” application.                  

Toward these goals, the PVS minimal modelling in [7] is to be further 
developed, and the errors due to modelling simplifications are to be quantified.  

Results and discussion: examples 

An airfoil and a circular-arc cambered plate profile, being representative for 
low-speed axial flow rotor applications, were modelled using CFD from the 
perspective of PVS [1][6]. Figure 1 provides a CFD example [7] for PVS from 
the airfoil, in terms of velocity magnitude for a given angle of attack α and 
chord-based Reynolds number Rec. Figure 2 demonstrates the vortices 
identified using the Lagrangian-Averaged Vorticity Deviation (LAVD) 
downstream of the TE of the airfoil [1][6], in terms of the coordinates x and y 
being parallel to and normal to the inflow direction, respectively, normalized by 
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the chord length c, having the origin located at the TE. In minimal modelling of 
noise and vibration caused by PVS [7], the vortices were considered as circular-
shaped coherent structures, associated with a rotationally symmetrical tangential 
relative velocity field around the vortex centre, superimposed on the temporal 
mean wake velocity field. Fig. 2 illustrates, however, that the detected vortices 
usually differ from the circular shape. For quantification of non-circularity of 
the individual vortices, the vortex asymmetry indicator A has been introduced 
as follows [1][6]. The vortex radius R of a circular equivalent vortex for any 
detected, non-circular vortex (see Fig. 2) was determined using area equality. 
The actual distance between the vortex centre and each point lying on the 
detected vortex boundary over the CFD grid was determined, and the standard 
deviation RSD of these data was calculated. The asymmetry indicator was 
calculated for each vortex as A = RSD/R. The A dataset incorporating each shed 
vortex in each studied Case for the airfoil profile, presented in [1], was 
considered as a statistical multitude, and was modelled as a normal distribution 
with a mean value of  = 0.30, and variance of  = 0.12. Figure 3 shows the 
probability density function as well as the cumulative distribution for the A 
dataset. The figure suggests that the mean deviation from the circular shape is 
in the order of magnitude of 30 % of vortex radius R. Furthermore, 50 % as well 
as 95 % of the detected vortex multitude is characterised by an asymmetry of A 
≤ 0.3 as well as A ≤  0.5, respectively. 

In analogy to Figs. 1 to 3, Figs. 4 to 6 provide data on PVS related to a circular-
arc cambered plate blade profile [6-7]. Figure 4 is a CFD example for the 
distribution of velocity magnitude, accompanied by Figure 5 presenting 
vortices detected using LAVD [6]. Based on the data in [6], Figure 6 presents 
the A statistics related to the cambered plate, modelling the A dataset as a normal 
distribution with a mean value of  = 0.21, and variance of  = 0.09. The figure 
shows that the mean deviation from the circular shape is in the order of 
magnitude of 20 % of vortex radius R. Furthermore, approximately 50 % as well 
as 95 % of the detected vortex multitude is characterised by an asymmetry of A 
≤ 0.2 as well as A ≤  0.35, respectively. 
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Figure 2: PVS from an airfoil blade profile, illustrated using the CFD-

resolved velocity magnitude, for the Case of α = 0.0°, Rec = 0.60⋅105 [7]. 

 
Figure 2: Vortices identified downstream of the TE for the airfoil Case of Fig. 

1. Dots: vortex centres. Contours: vortex boundaries [1]. 

 
Figure 3: Statistics for the vortex asymmetry indicator A for the airfoil of Fig. 

1 [1]. Left: probability density function  . Right: cumulative 
distribution function Φ for . 

The statistics in Figs. 3 and 6 will serve as input to the future estimation of the 
modelling error due to the PVS minimal modelling approximation of vortex 
circularity and rotational symmetry, in terms of modelling both lift force 
fluctuation and noise caused by PVS. 
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Figure 4: PVS from a circular-arc cambered plate profile, illustrated using the 
CFD-resolved velocity magnitude, for the Case of α = 1.1°, Rec = 0.60⋅105 [7]. 

 
Figure 5: Vortices identified downstream of the TE for the cambered plate 

Case of Fig. 4. Dots: vortex centres. Contours: vortex boundaries [6]. 

 
Figure 6: Statistics for the vortex asymmetry indicator A for the cambered 
plate blade of Fig. 4 [6]. Left: probability density function  . 

Right: cumulative distribution function Φ for . 

Conclusions 

A twofold concept has been outlined for moderating blade noise and vibration 
due to PVS in the preliminary design phase of low-speed axial-flow rotors, as 
well as utilizing the remaining noise and vibration for rotor condition monitoring 
purposes. Preparatory steps for future estimation of PVS modelling errors due 
to vortex asymmetry have been taken.   
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Summary 
This study examines the importance of sinusoidal sweep testing in the 
automotive industry for assessing the performance and durability of 
components. It highlights the critical role of selecting an optimal sweep 
rate, as this affects both the accuracy of results and testing efficiency. The 
research identifies a significant time delay effect that occurs at resonance 
frequencies, which can lead to amplitude distortion. By simplifying the 
testing device, the study clarifies the relationship between sweep rates 
and time delay. Ultimately, the findings aim to enhance testing protocols, 
improving the reliability and performance of automotive components. 

Introduction 
Sinusoidal sweep testing plays a crucial role in the automotive industry, as it 
generates various excitations that are essential for evaluating the performance 
and durability of automotive components. This testing method simulates the 
loads that rotating machinery experiences during operation, reflecting their 
behaviour through periodic motions that closely mimic real-world conditions. A 
critical aspect of these tests is the sweep rate, which defines the speed at which 
the Device Under Test (DUT) moves through the designated testing range. 
Selecting the optimal sweep rate is vital and requires meticulous optimization, 
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especially since these tests are performed at the resonance frequencies of the 
product being evaluated, where the system is most sensitive to changes in input. 
The importance of sinusoidal sweep testing has grown significantly with the rise 
of electric drive systems in the automotive industry. Electric motors operate at 
higher rotational speeds and involve large, heavy rotating components, 
necessitating careful consideration of factors such as imbalance and higher 
frequency excitations. Sinusoidal sweep testing offers a reliable method for 
examining these dynamic factors, ensuring the performance and reliability of 
modern electric vehicles. 

Effects of sweep rate on testing results 
If the sweep rate is excessively fast, it can lead to distortion in the response 
amplitudes, which may compromise the accuracy and reliability of the test 
results. On the other hand, if the sweep rate is too slow, it can result in prolonged 
testing durations and increased costs, which are undesirable in a competitive 
industry where efficiency is paramount. Our research has uncovered a 
significant time delay effect that manifests when the excitation signal traverses 
through the resonance frequencies. This study aims to delve deeper into this 
phenomenon, particularly focusing on the ratio of amplitude distortion that 
arises from rapid sweeps and the corresponding time delay. This is crucial 
because the system does not respond instantaneously to an excitation, which can 
affect the overall test outcomes and lead to misinterpretations of the component's 
performance. 

Advancement in Testing Protocols 

 
Figure 1: Test specimen 
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Building on this analysis, previous research has primarily focused on the eAxle 
level, which is too complex to clearly identify the main parameters affecting the 
time delay. This complexity can obscure the relationships between various 
factors, making it challenging to draw definitive conclusions. Following the 
selection of the resonance frequency based on experimental modal analysis, tests 
were conducted using constant amplitudes at various sweep rates on a shaker. 
The device under test was designed to maintain simplicity, resulting in the test 
specimen being manufactured from a single aluminium block. This design 
choice not only facilitated the testing process but also ensured that the results 
were more easily interpretable. Based on the measurement outcomes, the time 
delay can be defined, which aids in understanding the dynamic system while 
also refining the equations related to distortion caused by the sweep rate. 
Understanding the implications of these findings can lead to enhanced testing 
protocols, crucial for improving the reliability and performance of automotive 
components. By characterizing the time delay effect for each product, we can 
refine our testing methodologies for greater accuracy and efficiency. This 
research contributes to existing knowledge and has practical applications in 
optimizing automotive testing processes, benefiting both manufacturers and 
consumers. The insights gained can also serve as a foundation for future research 
and development efforts in advancing automotive technology. 
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Summary
Backbone curves (BBC) describe the amplitude-dependent behaviour of

a nonlinear vibration mode. However, the concept of BBCs that depend
solely on frequency does not explain the formation of isolated resonances
(isoli) in specific nonlinear structures. This study extends the definition of
BBCs to the dissipative domain. Visualising this concept in an analogous
space to the linear Laplace transform domain, it can be shown that this
new definition of BBCs can ’curve’ the nonlinear resonance so that isoli,
closed branches of periodic stationary solutions, can emerge at specific
forcing levels. The results highlight that the BBC is not solely governed
by the frequency but by a combination of local attenuation and vibration
properties.

Introduction
In this work, we propose a visualisation technique, similar to that in [1], formed

in the space of local attenuation and frequency properties analogously to the

Laplace-domain for linear systems (Fig. 1). This technique is capable of demon-

strating and explaining the appearance of isolated resonances (isoli) in a struc-

ture caused by a form of dissipative nonlinearity [2]. A general concept for un-

derstanding nonlinear vibrations is through the observation of nonlinear frequency-

response (NLFR) curves, defined by the system’s response amplitude and phase

lag as a function of the forcing frequency with constant forcing amplitude [3].

The features of the NLFR curves provide meaningful insights into the system’s

dynamics [4], allowing for the prediction of safe operating parameters for non-
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linear structures.

The core idea comes from the concept of damped linear systems and their re-

lation to frequency (Fourier) and transfer (Laplace) responses, where the tran-

sient and stationary behaviour are strictly connected by the inverse Fourier and

Laplace transform of the so-called impulse response function (IRF). In the linear

case, the free (transient) decay follows a straight ’vertical’ path in the Laplace

domain described by constant attenuation (σ ) and constant oscillation frequency

(ω), where the response is lagging π/2 behind the excitation.

1. Extension od BBC with dissipation
For the linear consideration, the mentioned constant parameters are the real and

imaginary parts of the so-called poles (s=σ +ωi) at which the Laplace response

has singularity or mathematical resonance for the es i excitation. Note that the

Fourier response is limited in the damped case, since it can be considered as an

intersection of the Laplace response at zero attenuation when (σ == 0). In this

case, the Fourier response is the rounded section of the singularity, also suggest-

ing that mathematical resonance (singularity) occurs only in the Fourier domain

if no damping is involved. For physical (Newtonian) systems, this happens when

the phase lag is π/2, where the inertial forces cancel the elastic forces, and the

injected power through excitation cannot be dissipated by damping, resulting in

an ever-growing response (secular growth).

Although nonlinear systems cannot be described in the Fourier or Laplace do-

main, the response amplitude-dependent excitation frequency ω(A) and attenu-

ation properties σ(A) can be defined locally. By only introducing elastic non-

linearity in the mechanical system (no damping involved), the strict mathemat-

ical resonance with infinite response for a single frequency vanishes. However,

there are still certain frequency and amplitude pairs, where inertial forces cancel

elastic forces with a phase lag of π/2. These pairs are the BBC by definition,

resulting in an amplitude A dependent resonant frequency ω(A). On the same

note, a σ(A) function can be introduced to describe the attenuation dependency

of the response amplitude, keeping the phase locked to π/2.

Figure 1 demonstrates the response amplitude-dependent functions introduced

above and visualises isoli formation. Every response of a smooth dynamical

system is somehow connected and can be traced back to a known trivial solu-

tion, including the mentioned isoli. In that sense, the proposed technique can

predict and explain the formation of isoli from conventional frequency sweep

measurements. Furthermore, it can approximate the unstable periodic orbits,
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Figure 1: Visualisation of the nonlinear resonance in the space of local atten-
uation (σ ) and frequency (ω) properties. Panels a) and b) show the formation
of an isola by slicing the surface at zero corresponding damping. c) The NLFR
curves, extracted from the surface.

resulting in complete NLFR curves.

First, we extend the definition of the backbone curve (BBC) [5] to account for

nonlinear damping (Fig. 1 b) from the exclusively frequency-related description

by defining a parametric BBC as (σ(A),ω(A)). Then, the coordinate transform-

ation proposition is demonstrated through the Lindstedt-Poincaré (LP) solution

of the Duffing oscillator similar to [1] but for the damping in a Laplace-domain-

like space (Fig. 1 a), instead of the frequency. This transformation enables the

fitting of linear resonances to nonlinear ones and the ability to transform the

fitted surfaces back to the nonlinear space, resulting in complete NLFR curves

that capture the isoli. The methodology is numerically validated on the system

used in [2], where the analytical solutions are available. The proposed method

combined with the techniques in [1] results in a measurement procedure that can

approximate unstable periodic orbits and (damping-related) isoli from conven-

tional frequency-sweep measurements.

Model description
The nonlinear system used in this study for demonstrating the proposed trans-

formation technique on a dissipative nonlinear resonance is taken from [2]. The

mathematical formulation of this particular system can be written as

ẍ+ c1ẋ+ c3ẋ3 + c5ẋ5 = 2 f cosω t, (1)

where x is the displacement, c1, c3, and c5 are the dissipative terms, f and ω
are the amplitude and angular frequency of the forcing, respectively. In [2], they
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derive the following equation to extract the periodic solutions of (1).

(ω −1)2 R =
R

256

(
8c1 +6c3 R+5R2

)2 −F = 0, (2)

where R=A2 is the squared corresponding response amplitude and F = f 2 is the

squared forcing amplitude. The solutions with zero imaginary parts correspond

to the NLFR curves for different forcing levels, which are shown by the black

curves in Fig. 1 c).

Conclusion
The transformation of dissipative nonlinearities into a Laplace domain-like rep-

resentation offers valuable insights into the formation of isolated resonances.

By taking the section of the curved surface where the damping capacity is zero,

we can derive the complete NLFR curves that characterize the vibrating system.

This approach not only explains the conditions under which isolated resonances

arise but also provides a visual tool for understanding the dynamic behavior of

structures with dissipative nonlinearity.
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Summary 
Acoustic microphone arrays and beamforming techniques are widely 
used for the analysis of rotating noise sources, such as those in 
turbomachinery. In this study, a circular microphone array is employed 
to investigate these sources, with a focus on the fundamental constraints 
of the measurement setup. The interdependent relationship between array 
diameter and measurement distance is examined, defining a theoretical 
measurement range. Two key limitations – spatial resolution and spatial 
aliasing – are identified, and practical formulas are derived to estimate 
the array diameter range for a given distance. These principles are 
demonstrated through a simple test case. 

1. Introduction 

The use of microphone arrays in combination with beamforming is a widely 
applied technique for obtaining not only the amplitude and spectral 
characteristics of noise sources but also their spatial location. The number and 
arrangement of microphones have a significant impact on the results. Among 
the various array geometries, the circular (or ring) arrangement is frequently 
employed, as it allows installation around ducts or free jets without disturbing 
the airflow [1]. Circular arrays are particularly well suited for the investigation 
of rotating noise sources [2]. The present study aims to determine the theoretical 
limits of the key parameters governing the measurement setup. The obtained 
theoretical range is then demonstrated through a simplified test case. 

2. Theoretical limits of the measurement range 

The theoretical measurement range is investigated through a simplified 
turbomachinery test case, shown in Fig. 3. For any given turbomachinery, the 
rotor diameter is fixed. The most important parameters of the measurement setup 
are the diameter of the microphone array and the distance between the rotor and 
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the array in the axial direction. These two parameters are interdependent, i.e., 
variations in rotor-array distance result in changes in the range of array diameter, 
and vice versa. 

 
Figure 3. A simplified model of the turbomachinery measurements test case, 

investigated using a microphone array. 

2.1 Limit resulting from the spatial resolution capabilities of a microphone 
array 

Microphone arrays and beamforming techniques, like other imaging methods, 
are subject to limitations in spatial resolution. According to the Rayleigh 
criterion, the resolution  for on-axis incidence of spatially incoherent waves 
can be expressed as [3]: 

 , (3) 

where denotes the rotor-array distance, is the array diameter, and  is the 
wavelength of the incoming wave. The array geometry is accounted for by the 
shape factor , which takes a value of approximately 1.22 for a circular array. 
This formulation is applicable to the test case illustrated in Fig. 3, providing a 
lower limit for the microphone array diameter range. 

2.2 Limit resulting from spatial aliasing on beamforming maps 

Due to the discrete sampling of incoming acoustic waves, the issue of spatial 
aliasing arises. According to the Nyquist criterion, spatial aliasing can be 
avoided if the spacing between adjacent microphones does not exceed  [4]. 
By narrowing the field of view  from the full angular range of  to the 
region encompassing the actual noise sources  (see Fig. 3), aliasing can 
be avoided under the condition: 
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  (4) 

where  is the distance between two neighboring microphones. By expressing 
 and  in terms of the array diameter , the rotor-array distance , and the 

radius of the sources’ path , this criterion can be adapted to the test case 
under consideration. It thereby provides an upper limit on the microphone array 
diameter range for a fixed number of microphones. 

 

After substitutions and expressions from Eq. (3) and (4), the array diameter  
has the following theoretical range: 

  (5) 

where  is the number of evenly distributed sources, and  is the number of 

microphones. The theoretical measurement range is visually presented in Fig. . 

 

 The green area shows the ideal range of the array diameter with respect to the 
rotor-array distance. Although the diameter value is frequency-dependent, the 
characteristics of the diagram remain invariant with respect to frequency. The 
measurement distance is normalized by the rotor radius . A lower limit has 
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also been shown for the measurement distance based on the constraint that the 
microphones would be in the acoustic far-field of the sources, that is [5]:  

  (6) 

where  is the wavenumber. 

3. Demonstration of the theoretical measurement range 

Fig. 5 presents a series of synthetic beamforming results that demonstrate the 
effectiveness of the derived formulas. The configuration of the test case is shown 
in Fig. 3. Four incoherent simple point sources (marked by black squares in the 
images) emit white noise while rotating around the center of the image at a 
radius of  and a rotational speed of . The trajectory of the 
sources is indicated by a black circle in the images. The propagation of the sound 
is modelled analytically by the convected wave equation [6]. The microphone 
array, consisting of 24 microphones, is positioned axially aligned with the 
rotational axis at a distance of  from the rotational plane. For each case, a 

 recording has been taken at a sampling rate of . Signal processing 
has been performed using the Virtually Rotating Array (VRA) beamforming 
algorithm [2], which compensates for the rotational motion of the sources, 
causing them to appear stationary in the beamforming output. The beamforming 
code has been implemented in-house and has been employed in other studies 
conducted by our research group [1,7]. The recorded signals have been 
processed and analysed for multiple frequency bins, but here only a single 
frequency bin, centered at , is presented. The beamforming results 
have been computed on a  point grid, uniformly distributed over an 
area of . Beamforming results are considered accurate if they exhibit 
high amplitudes near the true source locations and low amplitudes elsewhere. In 
this investigation, the array diameter has been systematically varied. The 
selected diameters, indicated by black -marks in Fig. , include two values 
below and two above the theoretical optimal range, with four values within it. 
In Fig. 5, the corresponding array diameters are noted in the top-left corner of 
each image. In order to provide a clearer representation of both the peak 
amplitudes and the sidelobe structure, the results are presented over a broad 
dynamic range of . 
Examining the results at  and  reveals the effects of spatial 
resolution. In these cases, the noise sources are either not resolved or only 
partially separated, making them difficult to distinguish. This observation aligns 
with the theoretical lower limit of  estimated by the derived formula. In 
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Figure 5. Beamforming results of four rotating point sources emitting white 

noise, evaluated at 4995.7 Hz. 

contrast, the subsequent four beamforming maps – corresponding to  , 
, , and  – successfully localize the noise sources and exhibit a 

mainlobe-to-sidelobe ratio of at least several  in the vicinity of each source. 
However, at , high sidelobe levels are observed in the four corners of 
the map. While these sidelobes are somewhat removed from the region of 
interest around the rotor, they are undesirable. This effect becomes more 
pronounced at , consistent with the theoretical upper limit of . 
The degradation continues at , where the beamforming output no 
longer displays distinct peaks at the true source locations, further confirming the 
validity of the derived theoretical limits. 

4. Conclusions 

In this study, the limits of circular microphone arrays for measuring rotating 
noise sources have been examined. For a simplified turbomachinery test case, 
the interdependent limits of microphone array diameter and rotor-array distance 
have been derived theoretically, based on the constraints imposed by spatial 
resolution and spatial aliasing. The theoretical estimations have then been 
validated through beamforming results obtained across a wide range of array 
diameters at a given measurement distance. The findings confirm that the range 
identified as optimal through examining the beamforming maps closely aligns 
with the range estimated by the derived formulas. This agreement supports the 
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practical applicability of the theoretical measurement range for guiding the 
design of measurement setups employing circular microphone arrays for 
rotating noise sources. 
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Summary
The machining of slender workpieces poses great challenges as it is prone
to harmful self-excited vibrations. We propose a feasible control strategy
through periodic excitation and optimisation of control parameters to
avoid these unstable situations.

Introduction
In manufacturing, the pursuit of greater productivity often leads to chatter vibra-

tion, which may ruin the workpiece or damage the tool. To suppress the harmful

vibrations of slender workpieces, a few approaches exist in the literature, such

as intricate simultaneous machining with multiple tools, using robotic support

or advanced control strategies [1]. The well-known spindle speed variation util-

ises periodic excitations, but it is limited within the control range. A similar but

mostly theoretical concept is the stiffness variation [2] with limited laboratory

experiments only. We propose its realistic implementation by means of a piezo

stack actuator compressing the tailstock of the lathe. By optimising the control,

we can maximise the stable operational parameter domain.

Methodology
We investigate the traditional single degree-of-freedom delayed turning model

shown in Figure 1, which is extended by parametric excitation, yielding a linear

time-periodic delay-differential equation

ÿ(t)+2ζ (t)ωn(t)ẏ(t)+ωn(t)2y(t)

=
Kc,yw
m(t)

(h+ y(t − τ)− y(t)),
(1)
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Figure 1: In panel (a) schematic diagram of the turning process of a slender
workpiece with periodic tailstock compression, in panel (b) the corresponding
one degree-of-freedom mechanical model.

where the parameters are the cutting coefficient Kc,y, chip width w and chip

thickness h. Moreover, the time-periodic parameters according to [2] are the

damping ratio ζ (t), modal mass m(t) and the natural frequency ωn(t). Con-

sidering the bending vibration of an axially loaded slender beam, the natural

frequency reads as

ωn(t) = ωn,0

√
1− Fa(t)

Fa,cr
, (2)

where ωn,0 is the natural angular frequency of the unloaded workpiece, Fcr is the

critical axial load of buckling and Fa(t) is the applied periodic axial excitation.

Taking into account the application of the piezo actuator, two limit cases exist

[3]. If the piezo actuator works against a spring with negligible stiffness, the

elongation will be close to the nominal displacement. On the contrary, if the

spring stiffness can be considered infinite, the achievable force is close to the

blocking force. In this application, the machine’s structure in the longitudinal

direction ks, the piezo stack kp, and the workpiece kw are built in series. Hence,

the achievable force acting on the tailstock of the workpiece can be calculated

as

Fa = Fp(u)
kwks

kskp + kwkp + kwks
(3)

where Fp(u) is the voltage-controlled force of the piezoelectric actuator. We

formulate the optimisation of the control parameters by minimising the critical
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Floquet multiplier μi, which has the largest absolute value, determining the sta-

bility of the system

argmin
Fa

max
i

μi (4)

considering the periodic force pattern (sinusoidal, triangular, trapezoidal etc.),

amplitude and frequency ω . The system in (1) is linear with nonlinear time-

periodic excitation. Its linear stability can be directly calculated by the semi-

discretisation method [4] or with a more efficient implicit subspace iteration

method [5], [6]. The stability charts are showcased for different excitation pat-

terns at two different levels of force amplitude in Figure 2. As the force amp-

litude is increased, the stable region is shifted and increased which is greatly

influenced by the excitation pattern.

Figure 2: Stability diagram for different tailstock compression patterns: without
excitation (black), sinusoidal (red), triangle (blue) and square (green) wave-
forms with excitation frequency ω half of the spindle speed Ω0. In panel (a)
the amplitude of the waveforms is 25 % of the buckling force, In panel (a) the
amplitude of the waveforms is 49 % of the buckling force.
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Conclusion
We investigated a feasible implementation of periodic tailstock excitation by

means of piezoelectric actuators. We present an effective optimisation of the

control parameters by minimising the Floquet multipliers, hence enlarging the

stable domain of operational parameters.
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Summary 
Circulation pumps used in automotive applications are evaluated for 
NVH (Noise, Vibration, and Harshness) criteria within a closed-loop 
system filled with a coolant medium. The pump samples should be 
suspended using elastomer strings attached to hoses. The standard test 
setup includes differential pressure sensor adapters and safety valves on 
both the inlet and outlet hoses. The additional weight and bending 
stiffness of the hoses can significantly influence the stiffness and damping 
characteristics of the test system. To examine the impact of the connection 
hoses, a comparison was made between a standard setup, a setup 
utilizing a smaller diameter EPDM (Ethylene Propylene Diene 
Monomer) hose and one using a silicone hose. The structure-borne noise 
results reveal significant differences in the nominal orders of the tested 
pumps at maximum operational speed. Transfer functions further confirm 
the variations caused by hoses of differing diameters and materials. 

Introduction 

In the automotive industry, noise requirements have become increasingly 
stringent in recent years, with the rise of quieter powertrains such as hybrid or 
electric motors compared to internal combustion engines [1]. One of the key 
areas of this concern is the circulation pumps that circulate the coolant for the 
high-performance batteries built into cars. They must perform this task not only 
while driving, but also when stationary and charging, which means that there is 
practically no other source of noise from the car, so the noise emissions of the 
pump are receiving more attention [2]. A customer informed us, that their 
measurement result is different from ours, the 2nd and 3rd order noise values of 
acceleration sensor response are higher than their values. Based on customer 
feedback, the direction of investigation did go to reduce the system mass and 
use hoses with lower stiffness. The study focused on examining the effect of the 
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hose section connected to the pump, comparing the acceleration sensor’s octave, 
FFT (Fast Fourier Transform) analysis and check the mass-line fluctuation 
between 150 and 500 Hz of the modal analysis FRF (Frequency Response 
Function) results. 

Materials and Method 

A centrifugal coolant pump was measured within a closed-loop system filled 
with a coolant medium. The pump sample was suspended using elastomer 
strings attached to hoses. Three kind of setups were tested with different hose 
types. The Standard test setup included differential pressure sensor adapters and 
safety valves on both the inlet and outlet hoses with a 35 mm outside diameter 
hose from EPDM material. The Type1 test setup was designed without 
differential pressure sensor adapters and safety valves with a 26 mm outside 
diameter hose from EPDM material. The Type2 test setup was designed also 
without additional weight like differential pressure sensor adapters and safety 
valves, and the 25 mm outer diameter hose’s material was silicone. See the 
detailed parameters of setup types in Tab. 1Table 1. The removal of the 
differential pressure sensor adapter and safety valves significantly reduced the 
nominal weight of the connection hose. 

Table 1. Measurement setup parameters 

Parameter Standard Type1 Type2 

Material EPDM EPDM Silicone 

Differential pressure sensor With Without Without 

Outside Diameter [mm] 35 26 25 

Inside Diameter [mm] 24 17 19 

Wall thickness [mm] 5,5 4,5 3 

Bending Stiffness [N/mm] 490 380 220 

Nominal weight [g/m] 1570 433 330 

 

A triaxial acceleration sensor (sensitivity: 10 mV/g) was hot glued to the pump 
sample motor side as Fig. 1 shows. The pump was operated at maximum 
nominal speed (5360 RPM), operation point was set to 720 l/h and data was 
collected for 10 seconds. The customer feedback suggested to focus on to the 
2nd (180 Hz) and 3rd (270 Hz) order, but from the sample hydraulic and motor 
topology the 6th (535 Hz) and 7th (625 Hz) order was also included in the FFT 
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analysis. Modal test was made for detecting the resonance differences of the 
setup types with an impact hammer. Sample was knocked five times from each 
direction and averaged their data in the FRF analysis. 

 
Figure 6. Triaxial acceleration sensor position 

 

The results were calculated with HEAD Acoustics ArtemiS SUITE software. 
FFT average analysis was made with Hanning window function, 4096 spectrum 
size and 50% overlapping. The results are presented in the range between 140 
and 700 Hz as the study is focusing on this area. FFT average diagram of 
direction Y (Fig. 2.) indicates with blue arrows the order peaks. 

 
Figure 7. FFT average and FRF results of three setup type, separated by 
directions. Order numbers are displayed in the FFT average direction Y 

diagram 
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FFT results of Standard setup shows higher 2nd, 4th and 5th order in direction X, 
higher 3rd and 4th order in direction Z. In direction Y 6th order stands out 
compared to the Type1, but 4th order is lower than Type1 or Type2. Type1 order 
peaks are close to Type 2 except 5th and 6th in direction X, 6th in direction Y and 
direction Z, which are lower than Type2. It shows the highest 2nd order in 
direction Z and between 2nd, 3rd and 4th orders side orders are visible in all three 
directions. 

FRF result shows anti-resonance at 315 Hz in direction X of Standard setup 
which is more than 10 dB fluctuation between 150 and 500 Hz. Type1 and 
Type2 shows more stable function, Type1 fluctuation is below 5 dB in direction 
Y, Type2 is below 5 dB in direction X, but Type1 is over 10 dB in direction Z, 
while Type2 is around 7 dB, same as Standard. 

Conclusion 

The modified test setups resulted in a reduction of the main order peaks 
compared to the standard configuration, which exhibited an anti-resonance at 
315 Hz and significant mass-line fluctuations between 150 and 500 Hz. The 
reduction in mass and the use of alternative hose materials introduced greater 
damping into the system, as confirmed by the FRF results. Among the tested 
configurations, the silicone hose—with the lowest bending stiffness—showed 
the smallest mass-line fluctuations in the X and Z directions. In the Y direction, 
the smaller-diameter EPDM hose demonstrated the best performance. Type1 
setup type shows lower 6th order level in FFT results, but Type2 eliminated the 
elevated vibration level between the 2nd, 3rd and 4th orders. The introduction of 
a new test setup still requires further testing, and discussion, since in Type1 and 
Type2 the differential pressure values and safety options are missing. 
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Summary
A circular milling test with slowly varying zeroth order (mean) direc-
tional factor is modelled, where crossing from positive to negative mean
directional factor results in dynamic stability loss of the governing delay
differential equation. However, there is a considerable lag at the point
of onsite of high amplitude oscillations after crossing to the asymptotic-
ally unstable boundary. An approximate analytical solution of the slowly
varying system is given by the WKB method. This is then compared to
different numerical schemes highlighting the arising inaccuracies due to
the accumulation of numerical errors.

1. Introduction
Machining with industrial robots has a growing interest in industrial application

[1]. Although, using robots is beneficiary to reduce the price of machining com-

pared to ordinary machine tools, this arrangement is prone to low frequency,

high amplitude chatter vibrations [2], destroying surface quality and tool life.

In case of low frequency dominant robotic modes and high speed of revolution,

there is an extreme difference between positive and negative mean directional

factor (MDF) stability losses, where negative MDF severely limits the max-

imum achievable stable depth of cut [3]. A single degree of freedom test is

simulated with circular path milling, having continuously changing MDF of the

dominant mode. Dynamical systems with slowly varying parameters are known
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to have a considerable lag of reaching high amplitude oscillations after crossing

the asymptotic stability limit [4]. This study focuses on the presence of delayed

stability loss due to a slow cross from positive to negative MDF zone, causing

dynamic stability loss in robotic milling applications.

2. Mathematical model of circular milling experiment
We consider a milling process with evenly spaced and Z number of teeth rotating

with constant spindle speed Ω (Hz). Then, the resulting tooth passing, here the

principal, period is given as T1 := TZ = 1/(ΩZ). Linearizing structural dynamics

and cutting force around the stationary solution x = x+u and transforming into

the modal domain by u := Pq gives the system of variational delay differential

equation

q̈ j(t)+2ζ jωn j q̇ j(t)+ω2
n jq j(t) =

aZKct

2πMj sinκ

n

∑
k=1

β j,k(t)(qk(t−τ)−qk(t)), (1)

where [β j,k(t)] j,k := β(t) = Pᵀα(t)P defines the directional factor matrix in the

modal coordinate system and α(t) is the spatial directional factor matrix. The

time delay is given by τ = T1.

The developed flexure has a single dominant mode, which means that the main

dynamic behavior can be accurately represented in a single equation. High tooth

passing frequency relative to the natural frequency of the mode enables zero-

order approximation (ZOA), replacing the directional factor β(t) by its temporal

mean β0 w.r.t. the fast (rotary) time. Finally, in the high speed of revolution

range, the time delay τ is tiny; therefore the delayed state is approximately q(t−
τ) ≈ q(t)− τ q̇(t) by first order Taylor expansion [5], arriving to the final ODE

form.

q̈(t)+
(

2ζ ωn +
aZKctβ0

2πM sinκ
τ
)

q̇(t)+ω2
n q(t) = 0. (2)

The flexure dominant mode has a simple geometric mode shape vector in the

form P1(θ) :=
[

cos(−θ) sin(−θ) 0
]ᵀ

, where the rotation −θ represents a

rotation in the feed direction to the workpiece by θ . Considering κ = π/2 lead
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angle, the mean directional factor is computed as

β0 =
1

4
(2sin(2θ −ϕen −ϕex)sin(ϕen −ϕex)−κcr(2ϕen −2ϕex

+ sin(2(θ −ϕen))− sin(2(θ −ϕex)))).
(3)

In the circular milling scenario the angle describing mode direction varies in

time as θ(t) = 2Z fz Ω t/d (rad) and the time period of passing a full circle is

T2 = dπ/(Z fz Ω), where fz is the feed per tooth and d is the diameter of the

circular milling process. This results in a time varying mean directional factor

β0(θ(t)) along the circular path.

3. Approximate solution of the time varying model
Introducing the slowly varying time as s = ε t, where ε := fz/d � 1 gives a

system with time varying parameters by considering β0 → β0(s) in (2). An

approximate solution can be given using the zeroth order WKB method [6],

which results in the fundamental solutions

x1 = exp(σ1(s)/ε), x2 = exp(σ2(s)/ε), (4)

where

σ1(s) =
s∫

0

λ1(ξ )dξ , σ2(s) =
s∫

0

λ2(ξ )dξ , (5)

while λ1,2(s) are the frozen-time eigenvalue functions. These eigenvalue func-

tions can be calculated exactly for the single degree of freedom case; however,

generally it cannot be obtained and integrating them are not a simple task. There-

fore, curve fitting is applied here in the form

Re λ1,2(s)≈ A+Bsin(Cs+D), (6a)

Im λ1,2(s)≈±(A0 +A1 sin(ws+ϑ1)+A2 sin(2ws+ϑ2)), (6b)

which approximates the original eigenvalue functions accurately.
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Figure 1: Analytical and numerical simulations of the circular milling operation
with diameter d = 0.4 m. The numerical simulations are not accurate compared
to the analytical solution, while they are also not consistent with each other.
Initial conditions: x0 = 10−6 m, ẋ0 = 0.

4. Comparing analytical and numerical solutions
The analytical solution is compared to two different numerical schemes: Mat-

lab’s ode45 and Julia’s DP5. For both methods, relative tolerance of 10−13 m and

absolute tolerance of 10−16 m were used. The modal parameters of the flexure

dominant mode was obtained by means of modal testing resulting in

ωn = 23.09 Hz, ζ = 0.097 %, M = 206.57 kg. (7)

The parameters of the milling process was chosen as

Z = 3, κ = π/2, a = 10 mm, Kct = 774 MPa, Ω = 10000 rpm,

ϕen = 0, ϕex = π/2, fz = 0.1 mm/tooth,
(8)

while two different circular path diameters were simulated in Fig. 1(a) d =

0.4 m; (b) d = 0.5 m.

Earlier studies showed that there can be a large discrepancy between numerical

and analytical solutions, when ε is small (i.e. the solution time interval is large)

[4], [7], due to the accumulation of numerical errors. Therefore either decreasing

fz or increasing d makes the performance of numerical solutions poorer. This

is verified in Fig. 1, a large circular diameter results in significant differences of

the numerical solutions compared to the analytical results. This highlights the

importance of semi-analytical solutions in dynamical systems with time varying
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parameters and high frequency oscillations.

The simulations show that there is a considerable lag in the asymptotically un-

stable zone to reach high amplitude oscillations e.g. compared to the initial

condition.

5. Conclusions
An approximate analytical solution was obtained by means of the WKB solution

for the circular milling operation with slowly varying mean directional factor.

This was compared to two different numerical schemes with high precision set-

tings for increasing simulation time intervals by means of circular path diamet-

ers. The numerical results showed large discrepancies compared to the analyt-

ical solution. Furthermore, the lag effect of reaching high amplitude oscillations

after dynamic stability loss was also verified.
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Summary
In the field of acoustic and audio signal processing the performance of an
application is often evaluated based on the perceptual user experience.
Therefore, it is important that such signal processing algorithms take into
account the properties of the human auditory system. One such property
is the logarithmic frequency resolution of the human ear. This case study
demonstrates how fixed-pole parallel filters can be efficiently used for
logarithmic frequency resolution filter design and compares their per-
formance to traditional FIR and IIR filter design methods. The applica-
tion examples in the presentation will include the modeling and equaliz-
ation of a loudspeaker response and the modeling and equalization of a
room response.

Introduction
Digital signal processing plays an important role in today’s audio applications.

One of the most commonly used forms of such processing is the application of

digital filters. These can be used to limit the frequency content of the signal

(e.g. to cut out unwanted low frequencies or to split the frequency band as

required for crossover filters in loudspeaker systems), leading to classic low-

pass, high-pass, band-pass or band-reject filters [1], [2]. However, digital filters

can be used to approximate any specified frequency response, thus, they can be

used to model or to compensate any linear system. In the field of audio, such

applications include the compensation of the frequency response inaccuracies of

headphones, loudspeakers, entire PA systems, room responses, or a car audio

system.

In audio or acoustic signal processing, often we would like to optimize the per-

ceived quality at the given computational resources. One common practice to
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achieve this is to evaluate the frequency response of audio systems in a logar-

ithmic scale, since this approximates the quasi-logarithmic frequency resolution

of human hearing [3].

Design algorithms for FIR (Finite Impulse Response) or IIR (Infinite Impulse

Response) filters are covered in almost all digital signal processing textbooks

[1], [2]. However, these general-purpose design techniques minimize the er-

ror (approximate the target response) in a linear frequency scale, and it seems

that they cannot be easily modified to lead to logarithmic frequency resolution.

The reason can be easily understood for FIR filters, where the frequency re-

sponse of the filter corresponds to the DFT (Discrete Fourier Transform) of the

filter coefficients. Since the frequency resolution of the DFT is linear, so is the

frequency resolution of the FIR filter. In theory, IIR filters could have an arbit-

rary resolution due to the fact that pole locations can be chosen freely, however,

logarithmic frequency resolution would require such a high pole density at low

frequencies that cannot be achieved traditional IIR filter design methods (e.g.,

Prony or Steiglitz-McBride) [4], [5].

This is demonstrated in Fig. 1, where it is clear that the modeling accuracy is un-

evenly distributed in logarithmic scale and even the N = 300 order filters cannot

model the measured room response (thin line) at low frequencies.

Therefore special filter structures and design methodologies have been developed

to achieve logarithmic frequency resolution. The most common options are fre-

quency warping [6], Kautz filters [7] and fixed-pole parallel filters [8]. An over-

view and comparison of these techniques can be found in [5], [9], demonstrating

the benefits of fixed-pole parallel filters above the other two methods. Therefore

this case study will concentrate on highlighting the key properties of fixed-pole

parallel filters.

Fixed-pole parallel filters
Parallel second-order sections have been traditionally used for their better nu-

merical properties, and the coefficients are converted from direct form IIR filters.

However, the key idea of fixed-pole parallel filters is that the poles of the second-

order sections are fixed (predetermined), and only the numerator coefficients are

optimized during filter design [5], [8], [9]. It turns out that by doing this, we

gain complete control over the frequency resolution of the design: e.g., by set-

ting the pole frequencies according to a logarithmic scale, logarithmic frequency

resolution filters can be designed.
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Figure 1: Modeling a room response by FIR and IIR filters. The filter order
is marked by N. The target response is displayed by a thin line while the filter
responses by thick lines.

Figure 2: The structure of the fixed-pole parallel filter

The structure of the fixed-pole parallel filter can be seen in Fig. 2. Once the

poles are chosen, the denominator coefficients ak,1, ak,2 become fixed and the

output becomes a linear combination of signals with the weights bk,1, bk,2, fn.
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Filter design

By looking at Fig. 2 and substituting z−1 = e− jϑn , the frequency response for a

finite set of ϑn angular frequencies can be computed as

H(ϑn) =
K

∑
k=1

bk,0 +bk,1e− jϑn

1+ak,1e− jϑn +ak,2e− j2ϑn
+

M

∑
m=0

fme− jmϑn . (1)

Equation (1) can be written in a matrix form

h = Mp, (2)

where p = [b1,0,b1,1, . . .bK,0,bK,1, f0 . . . fM]T is a column vector composed of

the free parameters. The columns of the modeling matrix M contain the transfer

functions of the second-order sections 1/(1+ ak,1e− jϑn + ak,2e− j2ϑn) and their

delayed versions e− jϑn/(1+ak,1e− jϑn +ak,2e− j2ϑn) for the ϑn angular frequen-

cies. The last columns of M are the transfer functions of the FIR part e− jmϑn for

m = [0 . . .M]. Finally, h = [H(ϑ1) . . .H(ϑN)]
T is a column vector composed of

the resulting frequency response.

Now the task is to find the optimal parameters popt such that h=Mpopt is closest

to the target frequency response ht = [H(ϑ1)t . . .Ht(ϑN)]
T . If the error is evalu-

ated in the mean squares sense

eLS =
N

∑
n=1

|H(ϑn)−Ht(ϑn)|2 = (h−ht)
H(h−ht), (3)

the minimum of Eq. (3) is found by the least-squares (LS) solution:

popt = M+ht, (4a)

M+ = (MHM)−1MH , (4b)

where M+ is the Moore-Penrose pseudoinverse, and MH is the conjugate trans-

pose of M.

Controlling the frequency resolution by the choice of pole frequencies

It has been demonstrated in [8] that the frequency resolution of the filter design

can be directly controlled by the choice of pole frequencies. A simple choice for

pole positioning is to set the pole frequencies according to the desired resolution

by putting more poles at those frequencies where we wish to achieve higher
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Figure 3: Modeling a room response by fixed-pole parallel filters: logarithmic
pole set (a) and (b), stepwise logarithmic pole set (c), and custom warping (d).
The filter order is marked by N. The target response is displayed by a thin line
while the filter responses by thick lines. The pole frequencies are displayed by
crosses.

resolution. The pole angles are then set so that the transfer functions of the

second-order denominators cross approximately at their -3 dB points [8].

Figure 3 (a) shows an example when the pole frequencies are set to a logarithmic

scale with 1.5 poles per octave, leading to a third octave resolution (the pole fre-

quencies are marked by crosses). When the pole density is doubled (3 poles per

octave), a sixth octave resolution can be achieved, displayed in (b). It can be seen

in Fig. 3 (a), (b) that the modeling detail is evenly distributed in the logarithmic

scale and the low frequency part of the room response is also properly modeled

which was not possible for traditional FIR and IIIR filters (compare with Fig. 1).

It is also possible to use different pole densities in different regions, allowing

a flexible fine-tuning of modeling detail, as shown in (c). In addition, the pole

frequencies can be also chosen automatically, leading to an even better fit [5],

[9]. One such example is custom warping, the results of which is shown in

Figure 3 (d).

While the examples here only included the modeling of a specific transfer func-

tion, it is also possible to design compensation or equalization filters in the same

way [5], [9], as will be shown in the presentation.
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Conclusion
This case study has demonstrated that traditional FIR and IIR filters cannot be

used for logarithmic frequency resolution filter design that would be desirable

in audio applications. For that, one of the most efficient design methodology

is the fixed-pole parallel filter. It has been shown that by the choice of pole fre-

quencies the frequency resolution can be directly controlled and thus logarithmic

frequency resolution is easily achieved.

The method has been used in various industrial applications, in a digital piano,

in measurement equipment, and in room equalization systems, to name a few.

The interested reader is referred to the overview paper [5] or the MTA Doctorate

thesis [9] of the present author for more details. MATLAB code and a tutorial

video can also be found at http://www.mit.bme.hu/ ∼bank/parfilt/ .
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Various microphone hemisphere measurement setups are available as 
industrial standard for assessing active sound sources with an emphasis on 
sound power measurements. Increasing the number of microphones further 
enhances accuracy by providing more detailed spatial data on sound 
distribution. 
Theoretically the interplay between reflective surfaces, microphone 
quantity and configuration, and the characteristics of the blower fan 
collectively determines the accuracy and reliability of the sound power 
level determination. The main goal of this investigation was to determine 
the impact on measured values. During the measurements as a noise 
source we used a serial blower fan. In this case study the impact from 
different reflective surfaces and the impact from different standardized 
microphone positions were investigated. The surfaces had maximum 
~0.5dB(A), the microphone positions only ~0.2dB(A) impact on 
determined sound power level. Based on results low difference was 
visible between different setups. During further blower fan measurements 
any of the options can be used.  
 

 
A hemisphere with a 1-meter radius offers a compact configuration where 
microphones are positioned close to the source, enabling precise measurement 
of direct sound energy.  
The impact of reflective surfaces is critical, as they can distort the measurements 
by reflecting sound waves back into the microphone array. During the 
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measurements we checked different surfaces (official semi anechoic floor – 
epoxy resin, asphalt, Mitteldichte Holzfaserplatte “MDF” and Oriented Strand 
Board “OSB”) and their impact on measured values. Consequently, careful 
management and selection of materials for these surfaces are essential during 
the setup.  
 
The measurement setups see on Figure 1.  

 
Figure 1: Hemisphere measurement setup with a 1-meter radius (different 

surfaces)  

The measurement results – measured sound pressure levels and calculated sound 
power levels – see on Figure 2. 

 
Figure 2: Measurement results (different surfaces) – 3rd octave spectrum  
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Other hand increasing the number of microphones further enhances accuracy by 
providing more detailed spatial data on sound distribution. This is particularly 
important when testing a blower fan, where airflow and mechanical vibrations 
can influence the results. The precise arrangement of the microphones is vital to 
mitigate interference and ensure accurate capture of the fan’s acoustic profile. 
Calibration of the measurement system and careful positioning of the 
microphones guarantee that the results adhere to strict sound power 
measurement standards. [3]  
During the measurements we have checked the microphone position impact on 
measured values based on:  

 ISO 3744:2010 Acoustics – Determination of sound power levels and 
sound energy levels of noise sources using sound pressure – Engineering 
methods for an essentially free field over a reflecting plane [1], Table B.2 
(Microphone positions on the hemispherical measurement surface for a 
broadband noise source).  

 ISO 3745:2012 Acoustics – Determination of sound power levels and 
sound energy levels of noise sources using sound pressure – Precision 
methods for anechoic rooms and hemi-anechoic rooms [2], Table E.1 
(Microphone positions on the hemispherical measurement surface – 
general case).  

 ISO 3745:2012 Acoustics – Determination of sound power levels and 
sound energy levels of noise sources using sound pressure – Precision 
methods for anechoic rooms and hemi-anechoic rooms [2], Table E.2 
(Microphone positions on the hemispherical measurement surface for 
broadband omnidirectional sources).  

 
The measurement setups see on Figure 3.  
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Figure 3: Hemisphere measurement setup with a 1-meter radius (different 

microphone positions)  

 
The measurement results – measured sound pressure levels and calculated sound 
power levels – see on Figure 4.  

 
Figure 4: Measurement results (different microphone positions) – 3rd octave 

spectrum  

Conclusions   
Overall, the interplay between reflective surfaces, microphone quantity and 
configuration, and the characteristics of the blower fan collectively determines 
the accuracy and reliability of the sound power measurements. In this case study 
the impact from different reflective surfaces and the impact from different 
microphone positions were investigated. The surfaces had maximum 
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~0.5dB(A), the microphone positions only ~0.2dB(A) impact on determined 
sound power level. Based on results low difference was visible between different 
setups. During further blower fan measurements any of the options can be used.  
 
References  

[1] ISO 3744:2010 Acoustics – Determination of sound power levels and 
sound energy levels of noise sources using sound pressure – Engineering 
methods for an essentially free field over a reflecting plane  
https://www.iso.org/standard/52055.html  

[2] ISO 3745:2012 Acoustics – Determination of sound power levels and 
sound energy levels of noise sources using sound pressure – Precision 
methods for anechoic rooms and hemi-anechoic rooms  
https://www.iso.org/standard/45362.html  

[3] J.R. Hassall, K. Zaveri, and M. Phil, Acoustic Noise Measurements, 
Brüel&Kjaer, Sweden, 1988. 



AVAA L Mobility Engineering
We are a leader in the development of innovative mobility systems, including 
hydrogen engines, hybrid powertrains, battery electric vehicles, and fuel cells.

With expertise in driving functions, subsystems, and components, we are
perfectly set to help you integrate systems into vehicles for production.
We also focus on Advanced Driver Assistance Systems and fully automated
driving, offer technology consulting and stationary energy application
development.

www.avl.com



 | International Conference for Acoustic and Vibration Engineers 

118

NVHH2025-0063

Case study of forming complete FRF from
incomplete data using impulse dynamic subspace

Z. Dombovari1*,2
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Summary
Autonomous characterization of machine tools often relies on incomplete
dynamic responses. This is especially true for next-generation machine
tools, which not only control geometric precision but also operate re-
siliently to prevent harmful oscillation growth. The limited number of
sensors and actuators available for excitation and sensing poses ad-
ditional challenges. Crosstalk is frequently recorded, while key direct
dynamic characterizations are missed to maintain a simpler, more cost-
effective measurement environment. The method presented here enhances
the rank of an incomplete frequency response matrix, enabling a feasible
approximation of direct dynamics without relying on parametric fitting,
which is commonly used for synthesizing such results

Introduction
It is well known in the theory of modal analysis [1] that unknown directions can

be reconstructed due to the rank-one representation of each residue of a given

multi-input multi-output (MIMO) linear dynamic system. There are plenty of

different conventional methodologies to fit modes in its general non-proportional

manner, first usually determining spectral behavior comprising natural frequen-

cies and damping factors. Later, additional fitting determines the amplitude

behavior in which the residue matrices serve as an unequivocal description of

the modes. This can be further decomposed to e.g. modal scaling factor, mode
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shapes, and modal participation vectors, or to derive a nearly proportional de-

scription using the more understandable modal mass definition.

These methods are all based on least squares fitting of some mathematical de-

scription with different describing function sets and weights determining a ra-

tional fraction MIMO description of the system. The most well-known methods

are the rational fractional method (RFP, [2]), polyreference (polyMAX, [3], [4])

or least squares (LS) methods [5]. All of these methods can be considered as a

family of methods, which require a stability chart to select modes.

Another way of describing the method is based on the kernel of the integral form

of dynamical description based on Ibrahim’s method [6]. The impulse dynamic

subspace (IDS) description uses a linear coordinate transform that uses the so-

called principal impulse response functions (IRFs) as a base. It is important to

emphasize this methods are explicit methods, without performing least square

approximation; this is based on the singular value decomposition (SVD) of the

corresponding Green kernel.

The following method is capable of performing synthetization of frequency re-

sponse functions (FRFs) in the unknown direction without performing any least

squares fitting. The method is the combination of the IDS with the so-called

symmetric SVD [7] algorithm.

Impulse Dynamic Subspace
Due to the rules of theoretical modal decomposition [1] of linear mechanical

systems it is enough to measure an incomplete version of the corresponding

frequency response functions (FRF’s). This results in a nonsquare representation

of the acquired FRF’s in the following form

H(ω) : R→ C
m×n with m �= n, (1)

where m represents the sensing, while n the excitation dimension including spa-

tial directions and positions. Without sacrificing generality for the given linear

mechanical system, we can assume m ≥ n for most of the practical cases.

The corresponding impulse response function (IRF) can be determined with

h(θ) = (F−1H(ω))(θ). This can play the role of the kernel of the integral
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form of a homogeneous linear system as

x(t+θ)=
∫ ∞

0
G(θ ,ϑ)F−(t−ϑ)dϑ ⇒ G=

⎡
⎢⎢⎢⎢⎢⎣

h0 h1 . . . hN

h1 h2 . . . hN+1

...
...

. . .
...

hN hN+1 . . . h2N

⎤
⎥⎥⎥⎥⎥⎦ ,

(2)

where G is the discrete Hankel version of the anyway continuous kernel G(θ ,ϑ)=

h(θ +ϑ) containing samples of the IRF as h j :=Δθ h( jΔθ)(m/N). The vector

F−(t −ϑ) represents the initial forcing that replaces the role of initial condi-

tions for the well known differential formalism. Whilst x(t +θ) represents the

transient free response of the mechanical system described by the kernel G.

The impulse dynamic subspace (IDS) is described by the left and right principal-

IRF functions V ∈ C
mNV and W ∈ C

nNW (complex values kept for generality).

These are the left and right eigenvectors of the nonsquare singular value de-

composition (SVD) of the sampled and truncated kernel G ∈ R
mNV×nNW with

NV ≤ N and NW ≤ N samples as

G = V ΣWH, (3)

where Σ contains the singular values having compliance units.

The method to predict the complete Green kernel can be derived by assuming

linear relation between the left and right principal IRF’s and between the direct

and complete left principal IRF’s. These assumptions results in the following

form to determine the complete sampled Green kernel

Gc = V Σ
(
VH

d Vd

)−H (
VH

d Vd

)−1 VH
d Wd VH. (4)

The complete IRF can be derived from (4) using hc = Gc(:,1 : n), out of which

the complete FRF Hc can be determined with a simple element-wise (discrete)

Fourier transformation (DFT). (The notation A(a : b,c : d) is the OCTAVE /

MATLAB matrix element choice notation.)

Having the original assumption on the dimensions m ≥ n one can define the

direct (or driving) segment of the left-singular IRF vector as V =: [· · ·Vᵀ
d · · · ]ᵀ,

where the direct segment has the dimension of Vd ∈ C
nNW . This might require

a special indexing sequence considering how large those vectors can be.
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Single DOF case study
Here the intention is to present a simple enough example to show how the

method performs in ideal and not ideal circumstances, when we deliberately

remove a known spatial dimension and predict those back as a benchmark with

the method shown in (4).

A single DOF, proportionally damped, but multi dimensional case is defined

here with the following formula for the FRF and for the corresponding IRF

Hc(ω) :=
1

M
vvᵀ(1+σ Γ(ω))

−ω2 +2ζ ωnω i+ω2
n

, hc(θ) :=
vvᵀ(1+σ Γ(θ))

M ωd
e−ζ ωnθ sinωdθ ,

(5)

respectively. Here M is the modal mass, while ωn and ωd = ωn

√
1−ζ 2 are the

undamped and damped natural frequencies originated from the viscose defini-

tion of the damping factor ζ . Later, adding noise plays an essential role modeled

by a Γ(θ) Wiener process (white noise) and its intensity σ , while Γ(ω) :=

F (Γ(θ))(ω) [8]. The direction of the modes are considered with the mode

shape vector v.

Once the sampled complete Green kernel Gc is constructed, one can leave away

deliberately one of the dimension - lets say the jth one - to have a benchmark

example as

G := Gc(:, rowN
k=1 ((k−1)m+[1 . . . j−1 j+1 . . . m])). (6)

The incomplete Green kernel can be further truncated to have the dimension

G ∈R
mNV×nNW , where NW ≤ NV ≤ N. This helps to perform the decomposition

presented in (3) promptly without loosing too much of accuracy. Note that for

good representation of the dynamics NV should be kept somewhat colse to N,

while NW can be reduced much greatly to speed up the numerical calculation.

In this benchmark comparison the formula (4) has been applied and compared

with the original exact complete function pointing out the quality of the re-

synthetization on the left out directions.

The single DOF benchmark test environment

A single DOF is defined with two dimensions with the mode shape vector (5)

defined by a single angle ψ with v := [cosψ sinψ]ᵀ. Since the second dimen-

sion is going to be dropped for benchmarking the method presented in (4) 0 deg

angle means the mode is physically in the x direction, that is, no prediction is



 | International Conference for Acoustic and Vibration Engineers 

122

expected. Whilst, 90deg will not have any crosstalk to the first dimension, thus,

the method presented in (4) will not have any information to predict the mode.

In this manner purely 0 and 90deg cases are going to result in no prediction in

the second dimension at all.

The question may arise what deviation from this two values will results in any

meaningful prediction. To examine this artificial ’measurement’ noise was ad-

ded to the FRF quantified with σ in (5).

Result of the single DOF benchmark test

The added noise was essential, because in the pure, say normalized case using

e.g. ωn := 1rad/s and ζ := 10% damping the prediction was basically able to

predict the second dimension with good quality with very tiny angle variation.

This is shown in the Fig. 1a, where the pure noise-free case is located in the

left side of the diagram when σ = 0 (5). One can recognize both the 0+ ε and

90deg− ε cases are predicted with great precision. That means a sufficiently

small deviation is enough to predict ideally the unknown direction.

Noise σ > 0 is introduced to mimic realistic cases in (5) testing how robust are

these tiny deviation to added noise at the 0 and 90deg bounds. It is important

to note that the quality of the prediction is tested in the unknown direction, that

is, the signal noise ratio will be much more important in this predicted unknown

direction. Actually, this is the reason why it is less robust around 0 angle where

an actual geometric/physical projection has naturally less valuable information

into the second dimension to predict. This means the prediction might submerge

in the noise added. When the mode is more pointing to the second dimension

90deg the added noise disturb less the prediction, which is naturally more prom-

inent in the unknown direction. After a certain noise level there is no prediction

possible which provide good correlation with the original FRF as expected, see

large σ values in Fig. 1a.

In the Fig. 1b we can see the effect of the truncation on the second dimension

characterized by NW = N/pW . Interestingly it does not affect the prediction

around the 0 angle, which physically have small projection in the unknown di-

mension.
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Figure 1: a) shows the sensitivity for noise according to the definition presented
in (5), while b) presents the sensitivity of the method on applied truncation.

Conclusion
The presented work summarizes a methodology, with which it is possible to

reconstruct the unknown directions using only the measured information in the

form of frequency response functions (FRF’s). In this manner, this method is

a data driven method, which is based on the construction of the Green kernel

originated from impulse response functions (IRF’s).

The method can be important to provide synthetized FRF data to methodologies

which are solely data driven, like the well known zeroth order approximation

(ZOA, [9]) or multi-frequency solution (MF, [10]). These methods are import-

ant to perform predictions of stability of machining processes included the IDS

description [11].

Performing modal analysis usually good noise signal ratio can be achieved sug-

gesting that the presented synthetization can be performed quite well. According

to the current study the prediction of unknwon direction can be determined even

in a less ideal circumstances when noise is more apparent or/and insufficient

sampling is available.
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Summary 
Sensor signals of the Airbag Electronic Control Unit can be disturbed by 
the higher harmonics of a nonlinear resonance. A typical source of the 
nonlinear resonance is related to the sheet metal baseplate of the Airbag 
Electronic Control Unit, which deforms significantly upon external 
excitation leading to changing stiffness and instability. In this case study 
we have been using Ansys LS-Dyna finite element simulation with a 
nonlinear solver to model the nonlinear resonance of the baseplate 
aiming to predict the presence of nonlinearity in different design variants, 
moreover if the nonlinearity source is related to the geometry, contact or 
material. 

 

Introduction 

In this study, we focus on the impact of nonlinear resonance on the Airbag 
Electronic Control Unit (ECU) and its sensor signals. Nonlinear resonance may 
caused by the deformation of the sheet metal baseplate of the ECU under 
external excitation. To investigate this phenomenon, we used Ansys LS-Dyna 
for finite element simulation (see Figure 1.), utilizing a nonlinear solver to 
accurately model the behaviour of the baseplate [1]. 
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Figure 1: LS-DYNA finite element model of sheet metal baseplate 

Results and discussion 

The result of the simulation confirms the presence of nonlinearity, identified as 
contact-related and/or geometry-based, reducing the effort required in the 
testing phase.  

 
Figure 2: Acceleration time response based on sine-sweep excitation [4]  

The approach began with determining the system's vibration modes using Ansys 
Modal, followed by applying different sinusoidal-sweep excitations in LS-
DYNA. [1], [3] Through post-processing, the acceleration response signals from 
specific nodes in the finite element analysis (FEA) model were selected for 
further analysis, searching for signs of nonlinearity. [2] 
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Figure 1: LS-DYNA finite element model of sheet metal baseplate 

Results and discussion 
The result of the simulation confirms the presence of nonlinearity, identified as 
contact-related and/or geometry-based, reducing the effort required in the 
testing phase.  

 
Figure 2: Acceleration time response based on sine-sweep excitation [4]  

The approach began with determining the system's vibration modes using Ansys 
Modal, followed by applying different sinusoidal-sweep excitations in LS-
DYNA. [1], [3] Through post-processing, the acceleration response signals from 
specific nodes in the finite element analysis (FEA) model were selected for 
further analysis, searching for signs of nonlinearity. [2] 
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Summary 
After 6 years of preparation, design and implementation, the 67,000-seat 
Puskás Arena was handed over in November 2019. This paper presents 
the electroacoustical system design and implementation, focusing on 
challenges, standards, and the correlation between the original concept 
and the final solution in terms of SPL, STI, and their uniformity. 

Introduction 

Electroacoustical systems in large venues such as stadiums play a critical role in 
ensuring intelligible and uniform sound coverage. Professional practice requires 
compliance with international standards such as UEFA and domestic 
regulations, focusing on parameters like Sound Pressure Level (SPL) and 
Speech Transmission Index (STI). Modern systems often rely on IP-based 
infrastructure, line array loudspeakers, and advanced modeling tools to achieve 
optimal performance. 

 

Design Challenges and Objectives 

The Puskás Arena project was unique due to its scale and the strict requirements 
set by UEFA 2020 [7]. The design phase (2013–2017) had to ensure compliance 
with STI = 0.7 (and STI > 0.5, empty stadium) and SPL > 110 dBA (total, 
continuous SPL, for min. 120 sec) across all seating areas in the stands. The 
system needed to be highly directional to avoid acoustic overlap between zones. 
Using EASE (3D acoustic simulation software) was essential to simulate and 
validate the design before implementation. [1], [2], [3] Furthermore, UEFA 
2020 rulebook requires so called avoidance zones (media/press areas, pitch), 
where SPL level must be adjusted independently from other seats for visitors. 

Implementation and Results 

Between 2017 and 2019, the system was implemented using over 2,000 
loudspeakers and 75,000 meters of cabling. The solution included QSC and d&b 
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audiotechnik components, centralized control, and IP-based operation. 
Measurements confirmed SPL of 110.5 dBA (total, continuous) and STI of 
0.505 (empty stadium), meeting all requirements. The system was divided into 
zones to manage acoustic challenges effectively. The final implementation 
closely matched the original design simulations. 

Conclusion 

The electroacoustical system of the Puskás Arena demonstrates how modern 
technology and careful planning can meet stringent performance criteria in large 
venues. The project serves as a benchmark for future stadium audio system 
designs. [4], [5], [6] 
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Summary
This work shows a case of a long boring bar which exhibits bending and
torsional modes. The hybrid model consists of an analytical parametric
model of the bar and an experimentally measured Frequency Response
Functions (FRFs) of machine dynamics. The monolith part of the bar is
represented by a parametric model consisting of four separate segments,
namely a solid segment, a hollow segment, a cutting head, and a passive
vibration absorber. An experimental modal analysis is performed on a
special test bench where the torsional mode was emphasized. The coup-
ling of the analytical and the experimental data is done according to the
Receptance Coupling Substructure Analysis (RCSA). A passive vibration
absorber is introduced into the hollow segment of the mechanical system
and the receptances at the tool tip are analyzed.

Introduction
Boring operation is a widespread machining process that is used to enlarge ex-

isting diameter holes in high valued parts. As the process also provide surface

finishing on a workpiece, the stability of the operation is essential. However,

the boring bar is a mechanical system that closely represents a slender canti-

lever beam, hence the presence of unwanted vibrations, also known as chatter, is

unavoidable [1].

The slenderness of a boring bar is defined through a so-called length-to-diameter

ratio (L/D ratio), and once this ratio exceeds a value of around 4, the static and

dynamic stiffness of the bar decreases significantly. To overcome this issue there

exist a number of different solutions that suppress the unwanted vibrations, such

as an introduction of a mass absorber or mode coupling effect [2]. However,

all the up-to-date literature takes into account only the bending behaviour of the
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Figure 1: Parametric mechanical model

boring bar system. This work, on the contrary, extends the boundaries of such

mechanical systems by introducing the torsional dynamics.

Methodology
Firstly, the parametric mechanical model of the boring bar system is developed.

The model consists of separate segments, such as a cutting head, a hollow seg-

ment, a solid segment, a mass absorber system, and a machine tool, see Figure

1. The bending behaviour of the beam-like segments is described by the well-

known Timoshenko beam model, whereas the torsional behaviour is descried by

Euler beam model. The dynamic behaviour of the segments is described in terms

of frequency response function matrices (FRFs) and is coupled according to the

receptance coupling substructure analysis (RCSA) methodology [3]. For the full

bar assembly, the coupling is performed between points X −A, B−C, D−E,

and G−H. In this work, the FRF matrix for sensing point i and excitation point

j is defined as:

Hi, j(ω) :=

⎡
⎢⎢⎣

Hi, j(ω) Li, j(ω) 0

Mi, j(ω) Ni, j(ω) 0

0 0 Ti, j(ω)

⎤
⎥⎥⎦
⎛
⎜⎜⎝

m/N m/Nm m/Nm

rad/N rad/Nm rad/Nm

rad/N rad/Nm rad/Nm

⎞
⎟⎟⎠ , (1)

where the first four elements describe the bending behaviour whilst the fifth

element T is related to torsion.

Secondly, a number of parameter optimization schemes is developed. The op-

timized parameters are described in the following section.

Lastly, a measurement is performed in order to determine the dynamical charac-
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teristics of the machine tool segment.

Results
The results of the work are presented in the following subsections.

Parameter optimization

The first optimized parameter is a so-called length ratio which is defined as the

ratio of the hollow segment length to the total length of the boring bar:

σ :=
Lhol

Ltotal
. (2)

The optimization is based on the absorber mass ratio parameter μ , which pre-

ferred to be maximized in order to most effectively suppress chatter [4]. It was

found that the mass ratio is peaking at around 45-50% of the length ratio σ ,

depending of the overall bar geometry.

Another parameter that was optimized is the hollow segment wall thickness w.

The dependence of the bending and torsional responses on the varying wall

thickness was studied. It was found that the amplitude of the torsional response

T , when plotted as a function of the wall thickness w, contains a distinct valley.

As the current chatter suppression methodologies mainly focus on the domin-

ant bending mode, this finding is believed to be crucial as it provides a possible

minimization of the torsion related vibration without affecting the existing mass

absorber methodologies.

Lastly, another optimization scheme was performed on the dimensioning of the

rubber bushings that provide connection properties between the boring bar and

the introduced mass absorber. The radial stiffness of the cylindrical bushings,

that is related to the bending behaviour of the bar, is based on the well-known

Sims tuning methodology [4]. Later, the dimensioning parameters such as inner

and outer diameters as well as length of the rubber rings are varied with keeping

the radial stiffness characteristics constant. It was found that the shortest phys-

ically feasible rubber bushing design is preferred, as it would provide the most

optimal torsional stiffness characteristics.

Analytical calculation

The affect of the introduced mass absorber on the torsional behaviour of the bor-

ing bar system has not been studied in the academic literature yet. The analytical

calculation results can be seen in Figure 2. The orange and black curves repres-

ent the bending tip receptance without and with absorber respectively, whilst the
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Figure 2: Cutting tip receptance without and with introduced mass absorber

yellow and purple curves represent the torsion tip receptance. It can be clearly

seen that the torsional response of the cutting tip becomes the dominant one

once the absorber is in place. This finding showcases the importance of the tor-

sional effects on the stability analysis of the long boring bar systems. However,

it should be noted that the torsional damping characteristics of the absorber-

boring bar connection were approximated according to the up-to-date research

into damping, which is considerably limited. Therefore, this parameter should

be determined empirically.

Machine dynamics
The machine dynamics are determined based on the modal measurements of a

dummy tool. Later, the analytical responses are subtracted from the measure-

ment data according to the inverse RCSA methodology [5]. However, as the

current mechanical system is described in a three dimensional space, it was ne-

cessary to extend the literature methodology from two to five unknowns.

Another receptance coupling was performed between the determined machine

dynamics and the analytical bar of 250 mm. The results were compared to the

measured data of similar bar and can be seen in Figures 3. The measured data

Φ, the predicted responses based on the determined machine dynamics H and

T , and the analytical cantilever cases Hwall and T wall are plotted for centre and

off-centre direct hits. Also, the acceptable frequency bandwidth is marked with

the light grey boundary.

It can be seen that the purely bending prediction of the bar is rather accurate, see

Figure 3a. Besides, There exist a numerical antiresonance at around 2500 Hz

and a fake mode at around 3500 Hz. These deviations should be studied further

and the methodology should be further improved to eliminate such issues. On
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(a) Direct centre response (b) Direct off-centre response
Figure 3: 250 mm long bar: predicted and measured responses

the contrary, the presence of the torsional effects on the predicted response is not

clear, see Figure 3b. The natural frequency of the torsional mode is rather close

to the fake mode. One can argue that the fake mode overwrites the torsional

effects, however, the exact reason is still unknown.

Conclusion
The parametric mechanical model of the boring bar system was developed in this

work. Later, this system was used to perform a number of optimization schemes

with a goal of creating the most stable boring bar design. Lastly, the inverse

RCSA methodology was expanded in order to obtain the machine dynamics that

would include the torsional behaviour.
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K. Horváth1*, T. Kimpián1, D. Sulc2, S. Gungl1

1thyssenkrupp Components Technology Hungary Ltd.,

Budapest, Hungary
2Department of Artificial Intelligence and Systems Engineering,

Budapest University of Technology and Economics, Budapest, Hungary
*Corresponding author, e-mail: kristof.horvath@thyssenkrupp-automotive.com

Summary
This study explores the application of motion magnification, a visual
technique, for vibration analysis at the automotive component level. Op-
tical methods offer superior spatial resolution and intuitive visual results
compared to traditional hammer and accelerometer modal analysis. Al-
though motion magnification provides a robust qualitative tool for devel-
opmental insights and troubleshooting, its use for precise measurements
is currently limited by camera system constraints: detectable vibration
amplitudes are near the threshold typical of vibroacoustic phenomena in
automotive steering systems. Here, we detail the applied methodology,
present evaluation results from different environments and components,
and discuss the inherent limitations and potential bottlenecks.

Introduction
In the automotive industry, noise and vibration control has become increas-

ingly challenging with the shift to electric drivetrains. The removal of the in-

ternal combustion engine reduces the overall noise of the vehicle by up to 20

dB, exposing secondary sources such as electric power-assisted steering sys-

tems (EPAS). These systems are complex and nonlinear, with multiple poten-

tial noise-inducing mechanisms, making accurate characterization essential for

meeting strict acoustic targets.

Understanding the dynamic behavior of components is critical to diagnosing is-

sues and validating simulation models. Finite element (FE) methods can predict

full-field structural responses, but conventional measurement techniques, such as

accelerometers or strain gauges, capture data only at discrete points. This mis-
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match limits model correlation, and physical sensors can introduce mass loading,

alter structural dynamics, and require labor-intensive installation.

In recent years, video-based approaches have expanded the capabilities of op-

tical methods. Among these, motion magnification has emerged as a powerful

qualitative tool, visually amplifying subtle motions in structures to reveal mode

shapes and vibration patterns. By providing intuitive insights into complex dy-

namics without altering the test object, it complements conventional quantitative

analysis and can be applied across a range of components and environments.

Motion Magnification
Motion magnification is a technique used to amplify subtle motions in video

sequences, making them visible to the human eye. This is achieved by non-

photorealistically manipulating the visual motions in the video, either by track-

ing the trajectories of moving objects (Lagrangian methods) or by manipulating

the motions at fixed positions (Eulerian method [1] and phase-based method

[2]).

Phase-based Motion Magnification

Phase-based motion magnification works by amplifying small motions through

direct manipulation of a signal’s phase. To illustrate the principle, consider a

one-dimensional sine wave moving along the x-axis. This motion can be ex-

pressed as a time-varying phase shift. The image pixel intensity I(x, t) as a

function of spatial position and time can be written as

I(x, t) = r · cos(2π f x+φ(t)) (1)

Figure 1: Simple moving sine wave in 1D

From the recorded discrete signal, we can obtain its phase via the analytic signal

representation. A real-valued signal has a spectrum with Hermitian symmetry,

meaning the negative frequency content is redundant. By discarding the negative
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frequencies, we obtain a complex-valued analytic signal, which is equivalent

to the original signal plus its 90°-shifted Hilbert transform. The angle of this

complex signal gives the instantaneous phase at each position.

Figure 2: Analytic signal representation

If the signal moves, the change in phase at a fixed spatial position over time

directly relates to the displacement. By subtracting the phase at a reference time

(e.g., t = 0), we get the relative phase change φ(t), which tracks the motion. This

relative phase can be scaled by a factor λ then used to synthesize a signal with

amplified motion:

Î(x, t) = Re{r · e j2π f x+λφ(t)} (2)

Of course, a real measurement signal will contain many frequency components.

Also, extending this idea to images introduces another challenge: motion can

occur in any direction on the 2D image plane. Phase-based motion magnifica-

tion addresses these via complex steerable Laplacian pyramids. The Laplacian

decomposition isolates spatial frequency bands, steerability allows orientation-

specific motion analysis, and the complex form retains only positive spatial fre-

quencies for straightforward phase extraction similarly as described here. By

amplifying the phase in each band and direction, then reconstructing the pyr-

amid, we obtain a video with subtle motions magnified.
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Temporal Aliasing

According to the Nyquist–Shannon sampling theorem, a signal must be sampled

at least twice its bandwidth to avoid distortion. For accurate temporal analysis,

especially in vibration or acoustic studies, a sampling rate of at least ten times

the signal frequency is generally recommended. However, most commercially

available high-resolution cameras operate below 200 fps, which is insufficient

for directly capturing high-frequency motion.

One practical workaround is to exploit temporal aliasing. If the signal of interest

is narrowband, the camera’s frame rate can be deliberately set below the signal

frequency, causing the motion to be aliased into a much lower apparent fre-

quency. This is effectively a form of undersampling, where the high-frequency

oscillation is shifted (“folded”) into the baseband. By ensuring a short exposure

time and precise shutter control, each frame captures a sharp snapshot of the

motion at a different phase. Over many periods, this produces a slow-motion

sequence that can be analyzed as if recorded at a much higher sampling rate.

Applications
Phase-based motion magnification offers a valuable non-contact alternative for

measuring the dynamic response of structures, particularly in cases where tradi-

tional sensors may alter the system’s behavior. This is especially important for

lightweight components or systems where the added mass of accelerometers can

significantly shift resonance frequencies and mode shapes.

A first proof-of-concept investigation involved measuring the vibrational orders

of an empty electric motor housing. Despite the absence of physical sensors, the

method successfully revealed previously identified deformation patterns such as

ovalization and triangularization modes.

Figure 3: Motor housing shaker measurement

The method also demonstrated its effectiveness in validating FEA simulations,

particularly in assessing the shape and frequency of bending modes in the rotor



 | International Conference for Acoustic and Vibration Engineers 

140

shaft and pulley assembly.

Figure 4: Rotor shaft and pulley mode shape identification

The technique is also highly effective for analyzing rotating or moving parts that

are inaccessible to contact sensors. For instance, in automotive electric power

steering systems with belt drives, the belt’s resonance frequencies can amplify

torque ripple harmonics, potentially making them audible in the passenger com-

partment. Motion magnification enables a detailed visualization of the belt’s

dynamic behavior, facilitating the identification of dominant orders and reson-

ances that contribute to noise and vibration issues.

Figure 5: Operational belt measurement

Summary
This work presents an intuitive explanation of phase-based motion magnific-

ation, a technique that amplifies subtle motions by manipulating the phase of

a signal. To capture high-frequency phenomena with limited-frame-rate cam-

eras, temporal aliasing is employed to down-convert narrowband motion into

a lower, observable frequency range. Demonstrated applications include non-

contact modal analysis of lightweight structures, propeller blades, and rotating

components such as automotive steering system parts.
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Summary 
An experimental setup has been built up to verify stochastic effects on 
shimmy dynamics of a towed wheel system such as random transitions, 
with measurements confirming agreement with simulations.  

Introduction 

Shimmy is a self-excited oscillation that can occur in towed wheel systems, 
posing significant risks, particularly in aircraft landing gears. In practice, 
stochastic loads such as road unevenness and crosswinds interact with system 
nonlinearities, potentially inducing shimmy and leading to stochastic P-
bifurcations and random jumps in the dynamic response.  

Motivation and goals 

A finite element-designed spring as shown in Fig. 3 was attached to the kingpin, 
with its other end connected to the shaker. A stochastic colored noise signal with 
the frequency range restricted to 0.1 to 10 Hz shown in Fig. 4 was generated on 
a laptop and transmitted to the shaker, providing additional stochastic excitation 
to the towed wheel system to simulate the noise from road unevenness in real 
world. 

As shown in Table 1, the simulation results demonstrate that closer proximity to 
the kingpin position (l_s) correlates with higher spring stiffness (k), leading to 
increased stochastic switching and more pronounced stochastic effects. 
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Figure 8: The Schematic of the experiment setup. 

 
Figure 2: Experiment setup. 

 
Figure 3: The finite element-designed spring. 
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Table 2: The simulation results. 
 l_s=0.005

m 
l_s=0.010
m 

l_s=0.015
m 

l_s=0.020
m 

l_s=0.025
m 

Time history 

k=500 
N/m 

No 
transition 

No  
transition 

No 
transition 

No 
transition 

No 
transition 

 
k=750 
N/m 

One 
transition 

One 
transition 

One 
transition 

One 
transition 

One 
transition 

k=100
0 N/m 

2-3 
transitions 

2-3 
transitions 

2-3 
transitions 

2-3 
transitions 

1-2 
transitions 

 
k=125
0 N/m 

>10 
transitions 

>10 
transitions 

8-10 
transitions 

8-10 
transitions 

4-5 
transitions 

 
 
 

 
Figure 4: The stochastic colored noise. 
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Figure 5: Measurements at v=2.1 km/h. 

Experimental data indicates that transitions were observed in the measurements 
at v = 2.1 km/h, confirming the stochastic effects. These dynamic state 
transitions, triggered by random excitations, reveal the system’s extreme 
sensitivity to microscopic perturbations. When external excitation amplitudes 
exceed a critical threshold, the system abruptly shifts from stable 
straightforward rolling to severe shimmy oscillations.  

 

Shimmy dynamics of a towed wheel model under random excitation is discussed 
experimentally. It is shown that random transition appears. The stochastic-
induced instability poses significant risks to engineering safety, accelerating tire 
wear and mechanical fatigue while potentially leading to catastrophic 
consequences such as vehicle directional loss, underscoring the necessity of 
developing nonlinear dynamic equations with stochastic terms for accurate 
shimmy predictions and system optimization. The findings highlight the 
interplay between randomness and nonlinearity in low-speed dynamics, 
demanding attention in industrial applications to mitigate operational hazards. 
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Summary
During modal characterisation of a given structure, it is an often-experienced
phenomenon that the natural frequency and the damping factor of a par-
ticular mode (or multiple modes) varies due to e.g. successive sensor
placements over a spatial point grid. This causes a very special mode
dispersion of resonances in the describing frequency response matrix,
which can reach such a level, where fitting algorithms may identify mul-
tiple neighborhooding spurious non-physical modes instead the correct
mode with a physical mode shape. The algorithm presented can be the
base of an automated method that is able to recognise, group and merge
these spurious modes to the physical one ensuring the required orthogon-
ality in the impulse dynamic subspace domain.

Introduction
The measurement circumstances, signal processing barriers and lack of resources

typically prevent the accomplishment of the perfect dynamic testing of a given

structure. For example, most of the cases, vast amount of sensing points and

directions are available for capturing kinematical properties, but only few excit-

ation points and directions can be appropriately utilized [1].

Sensors and exciters do influence the measurement, or more specifically the con-

tent of the acquired signal. For example, position and velocity sensors both need
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some form of reference point, where isolation might be an issue, while acceler-

ation sensors and electromagnetic exciters (shakers) attach moving mass to the

structure. According to the usual measurement practice we rarely place shakers

to different locations, rather we relocate the acceleration sensor and eventually

its mass with it (rowing accelerometer method). Depending on the reflected

mass of the select point and direction of the structure the influence can stretch

from drastic or insignificant, but it is always practically present except when a

sensor is theoretically on a nodal point or line.

This causes a problem during modal characterisation, when the characteristic

exponents (poles), related to the mode, slightly deviate or disperse due to the

uneven mass loading effect. This perturbs the resonant ’peaks’ preventing any

recognition of mode shapes in a conventional manner since all sensor location

has slightly different resonant peaks.

The case study presented here shows the possibility to use the so-called Impulse

Dynamic Subscpace (IDS, [2]) description to merge modes essentially trans-

forming the base spanned by the so-called singular Impulse Response Functions

(IRFs).

IDS description and its modification
The IDS is a modal reduction methodology based on the Green kernel repres-

entation of the homogeneous dynamics

x(t +θ) =
∫ ∞

0
G(θ ,ϑ)F−(t −ϑ)dϑ , G(θ ,ϑ) = ∑

k
σkVk(θ)WH

k (ϑ), (1)

where F− represents the initial forcing, which is the alternative description to

the initial condition in differential formalism. The kernel of the free dynamics is

represented by the Green function G in (1), which is simply defined through the

IRFs as G(θ ,ϑ) = h(θ +ϑ). These are originated as h(θ) = (F−1H(ω))(θ)
from the Frequency Response Functions (FRFs), which acquisition is a common

practice in the industry.

In this description (1), two consecutive singular values (σ2(m−1)+1,2m) represent

a mode m with its corresponding left- and right-singular IRFs V2(m−1)+1,2m(θ)
and W2(m−1)+1,2m(ϑ), respectively. These vectors form a unitary complete base

under a scalar product definition.

The idea of this study lies on the modification of these singular functions with

time- and amplitude rescaling mode-by-mode with ψm(x) and κm(x). This gives
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a possibility for the reconstruction of the modified dynamics utilizing the above

properties given by:

h̃(θ) := G̃(θ ,0) :=
M

∑
m=1

2

∑
l=1

σ2(m−1)+lṼ2(m−1)+1(θ)W̃2(m−1+1)(0). (2)

The modified singular-IRF functions defined as

Ṽ2(m−1)+l(θ) := κm(θ)V2(m−1)+l(ψm(θ)) and

W̃2(m−1)+l(ϑ) := κm(ϑ)W2(m−1)+l(ψm(ϑ)),
(3)

where κm(x) := αmeβmx and ψm(x) := γmx. The parameters βm’s and γm’s are

modifying the damping and oscillation properties of the given mth influenced

mode, while αm’s ensure the unitarity of the modified-IRFs.

Field Study
The following example of a rowing accelerometer modal analysis are from EPAS

(Electric Power Assisted Steering) motor NVH (Noise Vibration and Harsh-

ness) testing, where the PMSM (Permanent Magnet Synchronous Motor) of the

steering system is mounted on a testbench and connected to a hysteresis brake

(Fig. 1a).

The measurement points of the angular vibration are numbered and denoted by

varying i for sensing and j = 1 for excitation shown in Fig. 1. The details of the

measurements between the phase currents and the angular acceleration can be

found in [3].

Three dominant distinct modes can be recognized in the original FRF set with ar-

bitrary units (a.u.) in Fig. 1bd. The one around 1.2kHz is very much effected by

the acceleration sensor placement spreading the mode in the 1200 and 1240Hz

range.

Applying the above discussed methodology by avoiding appropriate normaliza-

tion the modes can be corrected by the rescaling of the left- and right-singular

IRFs bases shown in (3)
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Figure 1: a) shows the measurement setup of PMSM in the NVH test bench
loaded by hysteresis brake. Subfigure b and d shows the original measurement,
while c and d the corrected measurement by applying rescaling of the IDS base
(3).

It can be well seen, that the frequency deviation in the FRFs practically vanishes,

therefore the mass loading effect of the accelerometers are corrected.

Conclusion
In this work, we presented a possible application of the Impulse Dynamic Sub-

space (IDS) to deal with mode dispersion. This scattering of the modes usu-

ally appears during acceleration sensor rowing, when the mass of the sensor(s)

add(s) to the reflected mass of the structure influencing its dynamic properties.

The transformation on the singular-IRFs is capable of compensate the disper-

sion, however phase compensation might need to be added additionally to avoid

the non-physical representation of the mode (see i = 7 in Fig. 1e).

By using this methodology multi-input and multi-output (MIMO) dispersed FRFs

can be fixed without performing any ad-hoc and/or computationally heavy signal

processing or any conventional fitting, which is extremely difficult to perform if

disperse modes are apparent.
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Summary 
A convenient way to characterize a mechanical structure is through its 
modal description, which can be obtained from measured Frequency 
Response Functions (FRFs) in various ways. While readily available 
software packages support the process of modal analysis effectively, 
tailored solutions can further enhance the quality of measured FRFs in 
specific situations, leading to more accurate modal models. The 
acquisition of FRFs for lightly damped structures requires special 
attention due to their long impulse responses and potentially high 
vibration amplitudes at resonance frequencies, especially when limited 
excitation levels or a limited linear range of the tested structure, or both, 
are factors. In addition to common properties such as bandwidth, 
resolution, and periodicity, excitation signals can be characterized by 
their peak-to-RMS ratio, or crest factor, to maximize the Signal-to-Noise 
Ratio (SNR) of a measurement setup. Several algorithms are available to 
generate minimum crest-factor multisine signals, which are used to 
optimize excitation signals for lightly damped structures. 
 

Introduction 
Application of multisine signals in FRF measurements are wide-spread and 
ubiquitous in various fields of engineering. Examples spread from structural 
dynamics [1], system identification [2] and even radio engineering [3]. The goal 
of improving the Signal-to-Noise ratio is obtained by maximizing the energy 
(the RMS value) of the excitation signal while keeping the peak value as low as 
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possible. This is equivalent to minimizing the crest-factor – the peak over RMS 
– ratio of the excitation. [2] provides a good example where the excitation and 
the response crest-factor is minimized at the same time for a known system, 
however such options are so special, that they are typically not part of 
commercial measurement software packages. 
This work aims to provide a simple online algorithm, that designs the excitation 
signal in-situ, and reduces the level of excitation where the investigated system 
has large amplification e.g. at resonances in order to avoid nonlinear distortion 
in the measured system cased by large vibration amplitudes at those specific 
frequencies. 
The presented algorithm was implemented in MATLAB® using the features of 
the Audio and DSP toolbox and block processing possibilities utilizing 
inexpensive hardware components such as a general purpose audio interface 
hardware and basic passive electrical components for dynamical system 
modelling. 

The online Resonance Response Reduction (R3) algorithm 

 
In order to determine the necessary excitation spectrum of an arbitrary system, 
first a rough estimate of the response spectrum is necessary in order to have a 
starting point for the algorithm. However as the excitation spectrum is getting 
modified and the amplitude of the excitation is getting reduced at the critical 
frequencies, the response spectrum also reflects the changes of the excitation 
spectrum, therefore as the response spectrum changes, it cannot be used as a 
basis to easily localize the largest amplification of the tested system any longer. 
If the tested system is close to linear and the SNR is reasonably good, than the 
FRF preserves the locations of the highest amplification, hence can be used in 
online algorithms to determine the areas of input excitation reduction explicitly. 

 
In order to manage expensive testbench time, the algorithm has been developed 
on an “office-testbench” consisting of a high quality USB sound card (ESI 
U24XL) as audio interface and a very simple electrical circuitry shown in Fig. 
1. The only modification that was done on the sound card, is that the internal 
33  series output resistors are shorted in order to drive the serial resonator with 
highest possible current to avoid dips in the excitation spectrum at resonance. 
The interface was connected to MATLAB® via the Audio Toolbox and the 
online processing was realized utilizing the system objects from DSP toolbox. 
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Figure 1: The circuit schematic and the simulated transfer function of the 

“office-testbench” in second-order, minimum damping mode 

The dummy circuitry is essentially a second-order LC low-pass filter with 
adjustable damping, however by a flip of a switch it can be converted to an 
adjustable cut-off frequency first order filter as well. The component values have 
been selected in a way, that the second-order filter can be set to, under-, over-, 
and critical damping. 
Figure 2. shows the experimental setup with the audio interface and the dummy 
circuitry (left) and the measured FRF in minimum damping condition (right). 
Of course, for such a simple system the simulated and measured FRFs are close 
to identical, only the damping differs slightly due to the limited input and output 
resistances of the sound card. 

 
Figure 2: Photo of the “office-testbench” and the measured transfer function 

of the second-order low-pass filter 
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As an initialization a random phase multisine is generated according to [4] using 
the time-frequency domain swapping algorithm with set bandwidth (in this case 
10 Hz – 10 kHz) and frequency resolution (2 Hz). The sampling frequency is 
determined by the audio interface and set to 32 kHz. The most important 
parameter is the desired amplitude reduction of the peaks in the FRF compared 
to the highest amplitude point in the specified frequency band. 
The generated excitation signal is stored in a circular buffer, from which the 
necessary amount of samples are passed to the audio interface every cycle, and 
the acquired data of the two response channels are stored in circular buffers as 
well. The FRF is calculated between the two recorded channel using an 
unwindowed H1 estimator (as the signal is exactly periodic in the circular buffer) 
and exponential averaging. The peak value of the FRF is determined using 
maximum search, and the function is cut below the peak values by the user 
defined maximum reduction parameter. This function is then normalized and 
inverted thus providing the new amplitude spectrum of the excitation signal and 
a updated excitation signal is calculated and the circular output buffer is 
refreshed. After the update of the excitation signal, a few blocks waiting time is 
inserted, that the response can settle a bit, and the execution of the above 
sequence is repeated until the excitation spectrum changes less than a predefined 
threshold. After reaching the threshold, the excitation signal is “frozen”, new 
spectrum update does not happen, unless, the system changes or the response 
point is changed (for example as in laser scanning measurements the response 
measurement point may be altered without switching the excitation off), 
therefore the data acquisition may begin, and continue until the required amount 
of data length is reached. 
Figure 3. shows the measured transfer function (left column), excitation and 
response spectra (right column) for different peak reduction values. It can be 
observed, that the peak of the response spectrum is efficiently “cut-off” avoiding 
high amplitudes in the response to occur by exactly the predetermined reduction 
factor shown in the legend. The reason why the response spectra are not exactly 
flat is because the output impedance of the sound card is not only resistive (e.g. 
due to a DC decoupling capacitor), therefore a very slight increase can be 
observed, but otherwise the algorithm performs exactly as expected, and the 
amount of reduction agrees to the preset value very accurately. 
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Figure 3: Measured transfer functions of the second-order low-pass filter with 
different amplitude reduction factors. The measured FRFs are identical (left 

column), while the excitation and the response spectra (right column) are 
showing the desired reductions (0, 3, 6, 9 dB) clearly. 

Conclusions and future work 
This case study introduces the Resonance Response Reduction (R3) algorithm 
that generates the amplitude spectrum of a multisine signal in a way that the  
excitation level of resonant peaks can be reduced by a user defined amount. The 
proposed algorithm works online, therefore it can adapt to changes in the system, 
e.g. when the output measurement point is being moved along the structure. 
The main idea behind the R3 algorithm is that it uses the measured FRF to 
accurately determine the highest amplifications of the measured system, and 
reduces the excitation in the vicinity of resonances, until a user predefined 
threshold to avoid non-linear effects to arise due to high response amplitudes. 
As soon as the FRF settles and the excitation spectrum reaches equilibrium for 
a specific response point the excitation spectrum update is frozen to provide a 
stable periodic excitation for the required time to do the necessary averaging for 
the FRF acquisition. Once the response point and therefore the FRF changes, 
the algorithm reiterates the excitation spectrum again until a new equilibrium is 
reached when the measurement of the next response point can be initiated. 
The demonstration of the R3 algorithm is realized on a small “office-testbench” 
setup, that consists of a resonant system realized using passive electronic 



October 8-10, Balatonalmádi, Hungary |  

159

components and an audio interface for excitation and response data acquisition. 
All calculations are implemented in MATLAB® utilizing Audio Toolbox to 
stream data to- and from the sound card, and DSP toolbox system objects for the 
fast blockwise processing of the incoming and outgoing data. 
In this case study the phase spectrum of the multisine has not been updated in 
the optimization loop, therefore the crest-factor of the excitation signal degraded 
somewhat compared to the originally designed excitation. However with a 
higher excitation amplitude reduction a small loss of crest-fact does not have 
any significant impact on the obtained FRF. 
Future work may include the complete optimization of the excitation signal with 
various methods beyond time-frequency domain swapping as many other and 
possibly more sophisticated algorithms are known in the literature, and testing 
the algorithm on mechanical structures to prove that high amplitude nonlinear 
behavior can be avoided using the R3 algorithm. 
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Summary 
Dynamic cutting force measurements during milling operations present 
challenges, particularly at high cutting speeds. The workpieces fixed onto 
dynamometers are not completely rigid, and the tool-tip-point can be 
distant from the sensor locations. These factors, along with the modes of 
the workpiece, affect the measurement signals, while inertial forces 
further distort the data. To address these issues, special compensation 
techniques are essential for eliminating the dynamical effects and 
extracting the real cutting forces during the process. This work proposes 
a compensation method that utilizes not only the output signals of the 
dynamometer but also additional sensor data, such as accelerometers. 

Introduction 

Cutting force measurements in milling operations are key steps in process 
preparation and planning, tool design, cutting characteristics identification, and 
validation. The forces determine the power consumption of the machine, the 
required torque, but they are also important quantities in the mathematical 
analysis of the dynamical models [1]. The surface quality of machined 
workpiece, the static deformation, and stability of the process are all affected by 
the accurate description of the relation between the vibrations, cutting 
kinematics and empirical force characteristics. 

Accurate modelling of the chip formation by means of numerical simulations is 
extremely challenging and it is also loaded by many uncertainties.  Still 
nowadays, the finite element methods (FEM) are too complicated, complex, 
time-consuming, and still not reliable enough to replace experimental cutting 
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tests performed on real workpieces. Moreover, model validations also need to 
be done using dynamometers (see Fig. ), where the workpiece dynamics cannot 
be completely ignored. The accurate measurements and model validations need 
the best signal processing techniques that can ensure the highest accuracy. 

 

The compensation technique is based on the experimental modal analysis of the 
workpiece mounted onto the dynamometer [2]. Impulse hammers are used to 
generate the excitation force , which is ideally normal to the surface (its 
normal direction is indicated by ). During the modal analysis, the excitation 
point coordinate is marked by , which results in the forcing vector  and 
moment vector  in the frequency domain as 

     and    . (7) 

The signals of the dynamometer channels are amplified and postprocessed to 
obtain the measured forces (by the dynamometer sensors)  and moments . 
Normally, especially at low frequencies, the signal transmission is close to unity 
if the sensors are accurately calibrated. However, this is far from ideal in the 
dynamic cases, where the vibrating mass adds the effect of the inertial forces to 
the signal. To compensate such effects, accelerometers are mounted onto the 



 | International Conference for Acoustic and Vibration Engineers 

162

workpiece close to the excitation points, where it is possible. The 
accelerations  are recorded parallel with the hammer force and dynamometer 
signals. The transfer function matrix between the input excitation vectors (forces 

 and moments ), and output signals (forces , moments , acceleration ) 
is indicated by , i.e., 

 . (8) 

In most cases, the experiment requires repetitive measurements at different 
points of the workpiece to reduce the effect of uncertain excitation, noise, 
calibration errors, etc. Therefore, all measured data can be ordered into a large 
redundant linear matrix equation, written shortly as , where 
the input and output matrices are constructed as 

   and  . (9) 

The columns contain  number of independent impulse tests. The solution for 
the linear system of equations gives the matrix , which is used as a 
calibration matrix (filter) in the rest of the work. Using the Moor-Penrose 
pseudo-inverse, the formula is given as 

 . (10) 

During the actual cutting force tests, all signals are recorded, transformed into 
frequency domain, where the compensation (filtering) matrix applies, and 
transformed back to time domain, where the rest of the postprocessing can be 
done if needed. Note that the compensation at low frequencies is not accurate 
due to the technical limitations of acceleration measurements. Therefore, the 
filter is applied only above a sufficiently small cut-off frequency  In the 
experiments, it was 20 Hz, but it must be adjusted based on the sensors and the 
system dynamics. 

Case study and results 

The presented methodology was tested and applied in real case studies, see 
Fig. , where relatively rigid and highly flexible workpieces were machined. 
The original measured forces (thin black curve) and compensated forces (thick 
black curve) are shown in Fig. . When the highly flexible workpiece was 
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machined, the low-frequency, but high-amplitude inertial forces could be 
successfully eliminated using the proposed method (for details, see [Hiba! A 
hivatkozási forrás nem található.]). As a result, only the real cutting forces 
acting between the tool and the workpiece are seen, which show good agreement 
with the model-based preliminary calculations (thick red curve). The cutting tool 
has three symmetrically spaced cutting edges, but the radial tool runout 
significantly changes the force distribution between the flutes. The magnitude 
of tool runout can be determined using the compensated signals. 
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Summary 
The case-study analyzes differences between laboratory sound insulation 
(Rw) and real-world building sound insulation (R’w) in lightweight 
constructions. A case study compares multiple construction types, 
revealing that R’w values are often 10 dB lower than Rw due to flanking 
and construction imperfections. The study emphasizes that relying on 
theoretical Rw values is risky. Key recommendations include using 
advanced calculation methods instead of rough estimates, applying tested 
and certified materials, and validating designs with real-world 
measurements. The findings highlight the need for precise simulations 
and practical testing to ensure effective acoustic performance in 
lightweight buildings. 

Introduction 
Lightweight building constructions are more sensitive to sound transmission, 
where even small structural modifications can significantly impact acoustic 
performance. A common issue in practice is the incorrect estimation of building 
sound insulation (R’w), often mistaken for laboratory values (Rw). This 
miscalculation can lead to serious consequences during construction and design, 
as real-world performance tends to be lower due to flanking and construction 
imperfections. This study highlights the gap between laboratory and in-situ 
sound insulation in lightweight constructions. A case study demonstrates how 
these differences manifest in practice, emphasizing the importance of accurate 
predictions and proper acoustic design. 

The airborne sound insulation index, Rw, is a key parameter used to characterize 
the acoustic performance of building elements. While laboratory measurements 
remain the most reliable method for determining Rw, predictive modeling is 
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increasingly employed during the design phase to estimate sound insulation 
properties before construction. However, the reliability of such modeling 
approaches, particularly in terms of their accuracy and statistical consistency, 
requires thorough validation to ensure their practical usability. 

This study focuses on verifying the reliability of Rw modeling methods by 
comparing predicted values with measured results across a diverse sample of 
constructions. The aim is to assess not only the applicability and robustness of 
these modeling techniques but also to determine their statistical characteristics, 
such as bias, standard deviation, and confidence intervals. The results will help 
clarify under what conditions and with what level of certainty these methods can 
be used in engineering practice. 

Aim 

The aim of this study is to evaluate the reliability of modeling airborne sound 
insulation (Rw) as a base for further in situ (R´w) calculations in lightweight 
floor constructions, using commonly available prediction tools during the design 
phase. By comparing modeled values with laboratory measurements, the 
research explores the variability and potential deviations inherent in modeling 
structural compositions “from scratch,” without relying on predefined databases 
or templates. 

Through a structure modeling exercise and statistical analysis, the study 
provides insight into the practical limitations of current modeling approaches 
and highlights the importance of accounting for uncertainty when designing for 
compliance. The findings aim to inform architects, engineers, and acoustic 
consultants about the necessary safety margins and the potential benefits of 
introducing verified reference databases to improve prediction accuracy and 
reduce design risk. 

Methods 

This study utilized an internal database provided by AMC Mecanocaucho, 
which contains a wide range of laboratory-tested floor and ceiling assemblies 
[4]. These measurements were conducted earlier, under laboratory conditions in 
accordance with the international standard ISO 10140-2, which specifies the 
procedures for laboratory measurement of airborne sound insulation of building 
elements [1]. From this database, we extracted detailed descriptions of floor 
structures along with their corresponding measured Rw values. 
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A total of 31 different floor assemblies were selected to represent a cross-section 
of various construction types, with an emphasis on lightweight building 
structures. The evaluation involved three engineers who are regularly engaged 
in building acoustics in their professional practice. Each engineer was tasked 
with modeling the selected assemblies using Insul version 9 software [2]. 
Importantly, the engineers had no access to the measured laboratory results and 
were not informed of the actual Rw values. Their objective was to model each 
structure as accurately as possible based solely on the construction description. 

 

 

 
Figure 1: Example of evaluated structure (top) and it’s representation in 

modeling software (bottom) 

The results of their simulations were then compared to the laboratory-measured 
Rw values. In this verification, only the airborne sound insulation index Rw was 
assessed as a single-number rating. Adaptation coefficients  such as C and Ctr, 
as well as impact sound insulation (Ln,w), were excluded from the scope of this 
evaluation, due to insufficient data in the AMC internal database. 

This process constituted the first iteration of the study. In the second iteration, 
the engineers were provided with the complete set of their initial modeling 
results. They were encouraged to compare outcomes together, discuss 
discrepancies, and apply corrections to their models where appropriate. These 
revised models were again compared to the measured Rw values. 

It should be noted that the engineers started their modeling from scratch, without 
access to any pre-existing library of known constructions. This ensured that their 
models were based purely on interpretation of the construction description and 
not on previous similar cases or incremental adjustments of known assemblies. 
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The list of all assessed floor assemblies is provided in the Appendix. Each entry 
includes a textual description of the construction and the corresponding 
laboratory-measured Rw value. Below is an illustrative example of one of the 
assessed constructions, along with its representation as modeled in the Insul 9 
software environment. 

 

Figure 2. presents a comparison between the measured airborne sound insulation 
values (Rw) and the results of the first and second modeling iterations. The 
values were compared without prior access to measured results, and the 
modeling was based solely on the provided construction descriptions. The 
second iteration reflects the outcome after the engineers reviewed and discussed 
their initial results and applied possible corrections to their models. 

Some of the assessed constructions, especially those with higher measured Rw 
values (samples 16-19), show larger differences between measured and 
calculated values. These instances are visually highlighted for further attention 
and excluded from the evaluation as during the modeling the modeling software 
Insul 9 clearly stated that the modelation of such a complex structures is 
errorneous. In the charts, the x-axis represents the measured Rw values, while 
the y-axis shows the Rw values obtained through modeling. Each point 
corresponds to one of the assessed floor assemblies. 

 

 
Figure 2: Comparison between the measured and calculated airborne sound 

insulation values for the first (left) and second (right) iteration 

As seen in the graphs, most values are distributed near the y = x line, indicating 
a general agreement between measured and calculated values. However, a 
noticeable spread around this line is present, reflecting the variability in 
modeling accuracy. 
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Conclusions 

This study set out to evaluate the reliability of modeling airborne sound 
insulation (Rw) using engineering software (in this case, Insul 9 [2]) when the 
input is based solely on textual and illustrative graphical descriptions of floor 
assemblies, without access to measured data or pre-calibrated templates. The 
goal was to understand the magnitude and nature of modeling errors, and to 
assess whether such an approach is suitable for practical design purposes. 

The results show that even experienced professionals, working with diligence 
and cross-validation, are subject to a significant modeling uncertainty when 
applying a “from scratch” approach. The standard deviation of the modeling 
error, after excluding a few extreme outliers, was found to be approximately 
4.88 dB. To ensure a 95% probability of success, this uncertainty translates into 
a required safety margin of nearly 10 dB when designing for compliance. In 
practical terms, this means that if the target Rw value is 54 dB, a modeled result 
of 54 dB is only sufficient to offer a 50% likelihood of compliance when 
measured. To reach a 95% confidence level, the modeled value should instead 
be approximately 63.8 dB, a +10dB margin. 

Such a margin is understandably difficult to justify in many commercial 
projects. Therefore, the study also points to a promising path forward: the 
development of a verified and diverse database of typical building constructions. 
If users could start with pre-modeled structures that closely resemble the design 
at hand, and apply only small, incremental modifications, the expected modeling 
error would likely decrease. While this hypothesis still needs verification, 
additional testing in this study showed that all participants were able to match 
measured values perfectly, without altering the material or dimensional 
structure, once they were allowed to fine-tune unspecified input parameters. 

In summary, the accuracy of predictive modeling in building acoustics can be 
significantly improved not only through better tools, but also through better data. 
A well-maintained database of reference constructions could enable more 
reliable and efficient acoustic design, reducing the need for overly conservative 
safety margins while maintaining confidence in compliance. 

In practical terms, this means that if the target Rw value is 54 dB, and only the 
modeling process is considered, a +10 dB margin is needed, resulting in a target 
of 63.8 dB in software output to ensure a 95% confidence level. This applies 
only to the laboratory performance. 
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However, when the objective is to predict in situ performance (R’w) using a full 
calculation chain, combining the modeling process with the ISO 12354-1 
method, the total combined uncertainty must be considered. In that case, the 
effective standard deviation increases to approximately 5.27 dB, and the 
required safety margin for 95% confidence becomes approximately 10.55 dB. 

In summary: 

• For Rw prediction only: use a safety margin of ~10 dB 

• For R’w (in situ) prediction using modeling + ISO 12354-1: use a 
safety margin of ~10.5 dB 

These findings underline the need to maintain realistic expectations regarding 
the accuracy of predictive modeling. In both scenarios, whether estimating only 
laboratory performance (Rw) or full in situ performance (R’w), it is essential to 
explicitly account for uncertainty in the design process. By properly 
incorporating these uncertainties into design targets and safety margins, 
disappointment after project completion can be avoided, and the acoustic 
performance of lightweight constructions can be managed with greater 
reliability and confidence. 
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Summary
Passenger comfort is a key aspect of vehicle dynamics, influencing user

experience and acceptance of automated systems. This paper introduces
Comfort-Based Filtering, a novel control strategy that extends Control
Barrier Functions (CBFs) to enforce comfort constraints in vehicle mo-
tion. The method ensures limited acceleration and jerk by minimally
modifying a nominal control input to respect comfort-related constraints.

1. Introduction
Safety-Critical Control (SCC) leverages CBFs to guarantee that system states

remain within predefined safe sets [1]. Inspired by this approach, we introduce

Comfort-Based Filtering (CBF2), which extends CBF principles to enforce pas-

senger comfort constraints, ensuring smooth and predictable vehicle behavior.

In vehicle control, abrupt accelerations and high jerks lead to discomfort [2].

The proposed CBF2 approach integrates these comfort considerations into a

real-time control framework that ensures compliance with predefined comfort

thresholds while requiring minimal intervention in the nominal control strategy

provided by an adaptive cruise control or a human driver.

2. Problem Formulation
We consider a control-affine system:

ẋ = f(x)+g(x)u, (1)

where x ∈R
n is the state vector, u ∈R

m is the control input, while f and g define
the system dynamics. Unlike standard safety-critical CBFs, CBF2 incorporates
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constraints on higher-order derivatives such as acceleration and jerk:

hc(x, ẋ, ẍ)≥ 0. (2)

Forward invariance of the comfort set is ensured by (see more details in [1]):

ḣc(x, ẋ, ẍ)+α(hc(x, ẋ, ẍ))≥ 0, (3)

where α(·) is a class-K function enforcing constraint satisfaction.

3. Methodology

CBF2 modifies a nominal control input unom minimally to ensure comfort-aware

behavior. The control input is computed via an optimization problem (OP):

min
u

‖u−unom‖2 (4)

subject to the CBF condition Eq. 3 (see more details and closed form solution in

[1]). Higher-order derivatives are approximated using finite differences:

ẋ(t)≈ x(t)−x(t −Δt)
Δt

and ẍ(t)≈ ẋ(t)− ẋ(t −Δt)
Δt

, (5)

introducing delay-dependent effects in the CBF condition.

4. Conclusion

CBF2 extends Control Barrier Functions to enhance passenger comfort in vehicle

control systems. By imposing acceleration and jerk constraints, it enables smooth

and predictable vehicle maneuvers with minimal controller modifications.
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Summary 
In this paper, we present a Finite Element Analysis (FEA) of a Thermal 
Guard Assembly (TGA) of an instrument used in space that has to survive 
a significant amount of vibration loads during the launch of the carrier 
vehicle. Some of these loads are transferred through the structure, others 
propagate through the air. The presented FEA concentrates on the latter; 
the aim was to determine possibly critical stress locations on the TGA 
structure in frequency range due to acoustic load. For this, an acoustic 
FE model was built around the TGA structure to model diffuse acoustic 
loads in a random response analysis with a Power Spectral Density 
(PSD) profile derived from representative frequency-dependent sound 
pressure level values. For the random response analysis, a unit acoustic 
load was determined by using a unit pressure synthetized for all 
microphone nodes around the TGA structure. The results of PSD analysis 
are von Mises stresses and relevant accelerations of virtually placed 
accelerometers on the TGA structure.  
 

Introduction and problem statement 
According to the relevant standards (e. g. [1]) there are rigorous criteria for the 
structures for space applications. Besides other mechanical loads, the structures 
need to be checked acoustic loads defined by the launch services provides. 
As the present thermal guard has large surfaces, the acoustic loads have been 
deemed critical enough that they need to be checked by calculation already in 
the design phase – at a later stage, the structure will be tested physically. Such 
tests are expensive and require specialized hardware: a diffuse acoustic field in 
the frequency range from 25Hz to 10kHz and an overall noise level of up to 
155dB overall sound pressure level (OASPL an equivalent acoustic power of up 
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to 120 kilowatt) can be achieved in the Large European Acoustic Facility [2]: 
during the simulation the aim was to reproduce the conditions expected in the 
measurement scenario as closely as possible. 

Model setup 
Structure, cavity, measurement points 
The acoustic space around of the TGA represented with a 6 m diameter spherical 
acoustic space as shown in Figure 1. The acoustic space is meshed with a 
maximal element size that allows the usage of the model up to 1200 Hz with 
finite elements having pressure degree of freedom only. 

 

The model of the structure itself has been re-used from a previous study focusing 
on acceleration loads during the launch: the main part of the structure is 
modelled as mid-surface shell, some additional features are modelled with 
beams, concentrated and distributed masses and rigid connections.  
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The material was linear elastic in case of the structure and incompressible air in 
case of the cavity. There was a uniform 1% modal damping applied. The entire 
model is linear, thus modal reduction has been possible. 

Boundary conditions 
The support legs of the structure are fixed rigidly. The boundary conditions of 
the FE acoustic space are considered as infinite and thus modelled as non-
reflecting boundary conditions with Frequency-Dependent Acoustic Absorber 
Element (CAABSF) with the outer surface of the spherical cavity. The 
connection between the cavity and the structure were defined with Fluid-
Structure Interface Parameters (ACMODL) bulk data entry which assures the 
coupling. 

Loads, simulation setup 
The load was defined as diffuse acoustic load. To ensure this, in the physical 
test 8 microphones are placed at 0.5 m distance from the structure and they 
should record almost identical pressure levels. The same locations have been 
used in the model as shown in Figure 2. 

 
2. Figure Control microphone positions 

Acoustic pressure source nodes have been placed on the outer surface of the 
cavity, and their relative amplitude have been tuned in a pre-simulation to 
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provide equal pressures in the control points (could be done by algebraic 
calculations due to the linear model). The final run was a modal frequency 
response simulation with an upper frequency limit of 1000 Hz and with a 
prescribed PSD profile provided by the launch service provider. 

Evaluation 
During the evaluation of the simulation two kind of result quantities have been 
reported: acceleration as function of frequency in discrete locations and von 
Mises stress distribution. 

Accelerations 
Acceleration values were extracted at pre-defined measurement points as 
function of frequency. The aim of this practice is to provide a validation 
possibility during the measurement: in a physical test scenario, acceleration 
sensors are placed in equivalent locations and the values reported can be cross-
checked between simulation and measurement. 

RMS von Mises Stress 
The main result of the calculation has been the RMS von Mises 3  stress 
distribution as shown in Figure 3. 

 

From the stress results, margin of safety has been calculated for the aluminum 
material of the structure for yield (MoSy) and for ultimate (MoSu) strength.  
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These are calculated according to the following equation (1) and equation (2): 
  (1) 

and 

  (2) 

where: 

is the highest PSD element stress calculated on the investigated 
part, 

, was the yield strength of the material which value came from 
material characterization on the aluminum samples, 

, was the ultimate strength of the material which value came from 
material characterization on the aluminum samples and its results, 

 was safety factor for the yield strength, 

 was safety factor for the ultimate strength, 

 was model specific safety factor, 

 was project specific safety factor. 
The acceptance criteria is a margin of safety above zero. The results in the 
project provided MoS values around 1 and thus, the design has been accepted. 
 

Conclusions 
In the presented case study, the response of a thermal guide assembly has been 
evaluated for diffuse acoustic load expected during the launch. The structure has 
been evaluated in a setup mimicking the ground acceptance test, and the stress 
results have been evaluated. This check in the design phase showed good results 
thus the design has been accepted for manufacturing. This virtual evaluation 
ensures that the possible flaws of the structure are identified in an early phase 
where changes to the design can be implemented with relatively low cost. At a 
later stage these changes would cause an excessive cost, as due to space industry 
requirements, the upper and lower shells of the structure are manufactured from 
large single blocks of aluminum (to avoid welding). 
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Summary
We aim to study the stability of the simple one degree-of-freedom model
of digital force control experimentally. This model describes the con-
trol task of keeping a constant force between the actuator and a flexible
workpiece, while taking into account the effect of using sampled data
and zero-order-hold. We use laser based sensors and electromagnetic
actuators to achieve force control. The measurements support the theor-
etical predictions, while some unique scenarios can be identified due to
the complex non-proportionally damped nature of the chosen workpiece.

1. Introduction
In this work we investigate the one degree-of-freedom (DoF) model of digital

force control experimentally. The digital force control model describes the task

of keeping a constant force between the actuator and a flexible workpiece, while

taking into account the effect of using sampled data and zero-order-hold (ZOH)

[1]. This task has many applications, but achieving stable control is non-trivial

due to the sampling delay. In Section 2. we present this model together with

our experimental setup. This experimental setup was originally designed for

hardware-in-the-loop machining experiments [2], but is programmed to execute

force control here [3]. In Section 3. the measurement results are presented that

show good agreement with predictions, however the non-proportionally damped

nature of the chosen workpiece has some unexpected effects. In the conclud-

ing Section 4. some further discussion is granted to these results as well as the

challenges and possibilities of accurate modal testing [4].
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2. Mechanical model and experimental setup
The one DoF digital force control model is shown in Fig. 1 panel a), while panel

b) shows the experimental setup.

Figure 1: Panel a): The one DoF model of digital force control with the time-
dependent time delay due to sampling. Panel b): experimental setup.

The model assumes that the dynamical behavior of the workpiece is captured

accurately with a single DoF with angular natural frequency ωn, damping ratio

ζ and stiffness k. In this scenario the discrete-time dynamical system [1] de-

scribing the control task with sampling time h and proportional control gain P
reads ⎡

⎢⎢⎣
Q j+1

x j+1

ẋ j+1

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

0 (1−P)k 0
1−cos(ωnh)

k cos(ωnh) sin(ωnh)
ωn

ωn sin(ωnh)
k −ωn sin(ωnh) cos(ωnh)

⎤
⎥⎥⎦
⎡
⎢⎢⎣

Q j

x j

ẋ j

⎤
⎥⎥⎦ . (1)

This equation can be used to predict the stable control parameters h and P by cal-

culating the eigenvalues of the system matrix. The experimental setup presented

in panel b) uses laser based position sensors and electromagnetic actuators [2].

The control algorithm is executed on two NI PXIe-8880 real time computers at a

100 kHz sampling rate. This means that we could emulate all sampling rates that

are a whole multiple of that 100 kHz [3]. The dominant modal characteristics of

the workpiece have been determined to be

fn = 3.1 kHz, ζ = 1.95%. (2)
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3. Measurement results
Force control was attempted at different sampling time and proportional gain

parameters. Stability was determined based on the resulting vibration amp-

litudes at each measurement point. In Figure 2. panel a) the spectrum of the

flexible workpiece is show, while panel b) presents the results of the force con-

trol experiments.

Figure 2: Panel a): Spectrum of the flexible workpiece. Panel b): Digital force
control measurement results.

We can see that some of the characteristic curves predicted by the equation (1)

were captured accurately (blue curves in Fig. 2. panel b). From the resulting

vibration frequencies we can also verify that these stability limits are related to

the identified dominant mode with natural frequency of cca. 3 kHz. We can

also see, that there are some parameter regions, where the single DoF model is

inaccurate (red curves in Fig. 2. panel b). The frequencies also suggest, that

these instabilities are related to a non-proportionally damped approximately 700

Hz second mode.

4. Discussion
In this study we experimentally tested sampled data force control. The meas-

urement results were compared to theoretical predictions made by a single DoF

model. While some of the predictions proved accurate, the single DoF assump-

tion was not completely adequate as a non-proportionally damped low frequency
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mode contributed to unexpected instabilities. We expect that a theoretical pre-

diction made on a two DoF model would resolve the disagreement between our

current predictions and the experimental results.

The next step in this study would include building the two DoF model of the

workpiece used here. The standard solution is to repeat the modal analysis used

to produce the spectrum in Fig. 2. panel a) with measurements made at two

points or excitation applied to two different points, ideally both. This would give

us the two mode shapes as well as the the two natural frequencies and damping

ratios available now.

Consequently, in our experimental setup a two DoF model can be established

using an additional sensor or actuator. Generally speaking, in some situations

repeating modal measurements might not be possible and predicting the number

of DoF in advance can also unreliable. In these cases building models based

on limited data would be valuable. This is theoretically possible using delay

embedding, however this is outside the scope of this abstract [4].
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Summary 
Behind every great man is a great woman, says the old saying. Behind 
every great R&D center is a great testing facility, which sounds like the 
transliteration of the above saying into the noise and vibration (N&V) 
control industry. Research work in the field of N&V technology has taken 
enormous steps, or instead, leaps, in the last decades. However, the 
demand for validating calculations or models, or officially classifying a 
product for noise emission, still requires the same circumstances as in 
the old times; a measuring space free of N&V. Designing and building it 
correctly is a task for an acoustic engineer and a challenge to suppliers 
and contractors, because the stakes are high. This presentation leads the 
reader into this process and shows some examples of recently realised 
laboratories.  

Introduction 

CDM Stravitec, a Belgium-based structural, acoustics and vibration isolation 
technology company, has been active for over 70 years, since 1951. In 
collaboration with acoustic engineers, the company was privileged to get 
involved in some exciting and prestigious laboratory projects and supply 
solutions by which the stringent requirements could be met. This presentation 
takes a journey into the design process, highlighting its main challenges, and 
shows some practical solutions by which different laboratories in different 
environments could be built. 

Authors 

The authors with different engineering backgrounds have long years of 
experience supporting acoustic designers in their endeavours and sharing those 
experiences at numerous conferences and events. Their practical approach has 
reinforced the respect of CDM Stravitec in scientific circles, as well. 
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How to design a good laboratory 

Setting the goals 

The purpose of the test facility always determines the goal: what it is built for 
and what is installed in it. Are there any criteria to meet? If yes, who defines 
them? What are the most typical ones? (VC curves) 

Noise & vibration isolation 

Creating a space as free from disturbances as possible always boils down to 
noise and vibration isolation and room acoustical tasks. What is the physics 
behind the phenomenon of isolation? 

What are the physical boundaries to design, and the practical limitations of 
construction? 

Environment 

The laboratory environment is the next important factor. These factors 
determine the size, shape, weight, and necessary acoustic accessories during the 
design process. 

How to design 

Modelling or old school methods? What is worth modelling, and what isn’t? 

Materials to use 

The laboratory room, how it is supported (building acoustics, materials), and 
what comes inside (room acoustics). 

Constructional considerations 

Building technology and its effect on possible solutions and results. Risks of the 
design during realisation and how to overcome them (technology, sequence). 

Examples of different types of laboratories 

General acoustic laboratory 
Super silent enclosures 
Special equipment testing laboratory 

Conclusions 

This presentation summarises the design process of a laboratory that will serve 
as a place where scientific work can be validated or refuted. Careful collection 
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of information and demand and awareness of available materials and solutions 
is essential for creating the testing space the R&D process requires. CDM 
Stravitec can offer decades of experience to acoustic designers to help them 
achieve their goals in building acoustics and vibration control. 
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